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Preface

In this volume we present the second issue of the LNCS Transactions on Data
Hiding and Multimedia Security.

In the first paper, Adelsbach et al. introduce fingercasting, a combination of
broadcast encryption and fingerprinting for secure content distribution. They
also provide for the first time a security proof for a lookup table-based encryp-
tion scheme. In the second paper, He and Kirovski propose an estimation attack
on content-based video fingerprinting schemes. Although the authors tailor the
attack towards a specific video fingerprint, the generic form of the attack is ex-
pected to be applicable to a wide range of video watermarking schemes. In the
third paper, Ye et al. present a new feature distance measure for error-resilient
image authentication, which allows one to differentiate maliciousimage manipu-
lations from changes that do not interfere with the semantics of an image. In the
fourth paper, Luo et al. present a steganalytic technique against steganographic
embedding methods utilizing the two least significant bit planes. Experimental
results demonstrate that this steganalysis method can reliably detect embedded
messages and estimate their length with high precision. Finally, Alface and Macq
present a comprehensive survey on blind and robust 3-D shape watermarking.

We hope that this issue is of great interest to the research community and
will trigger new research in the field of data hiding and multimedia security.

Finally, we want to thank all the authors, reviewers and editors who devoted
their valuable time to the success of this second issue. Special thanks go to
Springer and Alfred Hofmann for their continuous support.

March 2007 Yun Q. Shi
(Editor-in-Chief)

Hyoung-Joong Kim
(Vice Editor-in-Chief)
Stefan Katzenbeisser

(Vice Editor-in-Chief)
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Fingercasting–Joint Fingerprinting and

Decryption of Broadcast Messages�

André Adelsbach, Ulrich Huber, and Ahmad-Reza Sadeghi

Horst Görtz Institute for IT Security
Ruhr-Universität Bochum

Universitätsstraße 150
D-44780 Bochum

Germany
andre.adelsbach@nds.rub.de, {huber,sadeghi}@crypto.rub.de

Abstract. We propose a stream cipher that provides confidentiality,
traceability and renewability in the context of broadcast encryption as-
suming that collusion-resistant watermarks exist. We prove it to be as
secure as the generic pseudo-random sequence on which it operates. This
encryption approach, termed fingercasting, achieves joint decryption and
fingerprinting of broadcast messages in such a way that an adversary
cannot separate both operations or prevent them from happening simul-
taneously. The scheme is a combination of a known broadcast encryption
scheme, a well-known class of fingerprinting schemes and an encryption
scheme inspired by the Chameleon cipher. It is the first to provide a for-
mal security proof and a non-constant lower bound for resistance against
collusion of malicious users, i.e., a minimum number of content copies
needed to remove all fingerprints. To achieve traceability, the scheme
fingerprints the receivers’ key tables such that they embed a fingerprint
into the content during decryption. The scheme is efficient and includes
parameters that allow, for example, to trade-off storage size for compu-
tation cost at the receiving end.

Keywords: Chameleon encryption, stream cipher, spread-spectrum wa-
termarking, fingerprinting, collusion resistance, frame-proofness, broad-
cast encryption.

1 Introduction

Experience shows that adversaries attack Broadcast Encryption (BE) systems
in a variety of different ways. Their attacks may be on the hardware that stores
cryptographic keys, e.g., when they extract keys from a compliant device to
develop a pirate device such as the DeCSS software that circumvents the Content
Scrambling System [2]. Alternatively, their attacks may be on the decrypted
content, e.g., when a legitimate user shares decrypted content with illegitimate
users on a file sharing system such as Napster, Kazaa, and BitTorrent.
� An extended abstract of this paper appeared in the Proceedings of the Tenth Aus-

tralasian Conference on Information Security and Privacy (ACISP 2006) [1].

Y.Q. Shi (Eds.): Transactions on DHMS II, LNCS 4499, pp. 1–34, 2007.
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2 A. Adelsbach, U. Huber, and A.-R. Sadeghi

The broadcasting sender thus has three security requirements: confidentiality,
traceability of content and keys, and renewability of the encryption scheme. The
requirements cover two aspects. Confidentiality tries to prevent illegal copies in
the first place, whereas traceability is a second line of defense aimed at finding
the origin of an illegal copy (content or key). The need for traceability originates
from the fact that confidentiality may be compromised in rare cases, e.g., when
a few users illegally distribute their secret keys. Renewability ensures that after
such rare events, the encryption system can recover from the security breach.

In broadcasting systems deployed today, e.g., Content Protection for Pre-
Recorded Media [3] or the Advanced Access Content System [4], confidential-
ity and renewability often rely on BE because it provides short ciphertexts
while at the same time having realistic storage requirements in devices and
acceptable computational overhead. Traitor tracing enables traceability of keys,
whereas fingerprinting provides traceability of content. Finally, renewability may
be achieved using revocation of the leaked keys.

However, none of the mentioned cryptographic schemes covers all three secu-
rity requirements. Some existing BE schemes lack traceability of keys, whereas
no practically relevant scheme provides traceability of content [5,6,7,8]. Traitor
tracing only provides traceability of keys, but not of content [9,10]. Fingerprint-
ing schemes alone do not provide confidentiality [11]. The original Chameleon
cipher provides confidentiality, traceability and a hint on renewability, but with
a small constant bound for collusion resistance and, most importantly, without
formal proof of security [12]. Asymmetric schemes, which provide each compli-
ant device with a certificate and accompany content with Certificate Revocation
Lists (CRLs), lack traceability of content and may reach the limits of renewabil-
ity when CRLs become too large to be processed by real-world devices. Finally,
a trivial combination of fingerprinting and encryption leads to an unacceptable
transmission overhead because the broadcasting sender needs to sequentially
transmit each fingerprinted copy.

Our Contribution. We present, to the best of our knowledge, the first rigorous
security proof of Chameleon ciphers, thus providing a sound foundation for the
recent applications of these ciphers, e.g., [13]. Furthermore, we give an explicit
criterion to judge the security of the Chameleon cipher’s key table. Our finger-
casting approach fulfills all three security requirements at the same time. It is a
combination of (i) a new Chameleon cipher based on the fingerprinting capabili-
ties of a well-known class of watermarking schemes and (ii) an arbitrary broadcast
encryption scheme, which explains the name of the approach. The basic idea is to
use the Chameleon cipher for combining decryption and fingerprinting. To achieve
renewability, we use a BE scheme to provide fresh session keys as input to the
Chameleon scheme. To achieve traceability, we fingerprint the receivers’ key ta-
bles such that they embed a fingerprint into the content during decryption. To
enable higher collusion resistance than the original Chameleon scheme, we tai-
lor our scheme to emulate any watermarking scheme whose coefficients follow a
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probability distribution that can be disaggregated into additive components.1 As
proof of concept, we instantiate the watermarking scheme with Spread Spectrum
Watermarking (SSW), which has proven collusion resistance [14,15]. However, we
might as well instantiate it with any other such scheme.

Joint decryption and fingerprinting has significant advantages compared to ex-
isting methods such as transmitter-side or receiver-side Fingerprint Embedding
(FE) [11]. Transmitter-side FE is the trivial combination of fingerprinting and
encryption by the sender. As discussed above, the transmission overhead is in the
order of the number of copies to be distributed, which is prohibitive in practical
applications. Receiver-side FE happens in the user’s receiver; after distribution
of a single encrypted copy of the content, a secure receiver based on tamper-
resistant hardware is trusted to embed the fingerprint after decryption. This
saves bandwidth on the broadcast channel. However, perfect tamper-resistance
cannot be achieved under realistic assumptions [16]. An adversary may succeed
in extracting the keys of a receiver and subsequently decrypt without embedding
a fingerprint.

Our fingercasting approach combines the advantages of both methods. It saves
bandwidth by broadcasting a single encrypted copy of the content. In addition, it
ensures embedding of a fingerprint even if a malicious user succeeds in extracting
the decryption keys of a receiver. Furthermore, as long as the number of colluding
users remains below a threshold, the colluders can only create decryption keys
and content copies that incriminate at least one of them.

This paper enhances our extended abstract [1] in the following aspects. First,
the extended abstract does not contain the security proof, which is the ma-
jor contribution. Second, we show here that our instantiation of SSW is exact,
whereas the extended abstract only claims this result. Last, we discuss here the
trade-off between storage size and computation cost at the receiving end.

2 Related Work

The original Chameleon cipher of Anderson and Manifavas is 3-collusion-resist-
ant [12]: A collusion of up to 3 malicious users has a negligible chance of creating
a good copy that does not incriminate them. Each legitimate user knows the
seed of a Pseudo-Random Sequence (PRS) and a long table filled with random
keywords. Based on the sender’s master table, each receiver obtains a slightly
different table copy, where individual bits in the keywords are modified in a
characteristic way. Interpreting the PRS as a sequence of addresses in the table,
the sender adds the corresponding keywords in the master table bitwise modulo
2 in order to mask the plaintext word. The receiver applies the same operation
to the ciphertext using its table copy, thus embedding the fingerprint.

The original cipher, however, has some inconveniences. Most importantly, it
has no formal security analysis and bounds the collusion resistance by the con-
stant number 3, whereas our scheme allows to choose this bound depending on
the number of available watermark coefficients. In addition, the original scheme
1 Our scheme does not yet support fingerprints based on coding theory.
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limits the content space (and keywords) to strings with characteristic bit po-
sitions that may be modified without visibly altering the content. In contrast,
our scheme uses algebraic operations in a group of large order, which enables
modification of any bit in the keyword and processing of arbitrary documents.

Chameleon was inspired by work from Maurer [17,18]. His cipher achieves
information-theoretical security in the bounded storage model with high prob-
ability. In contrast, Chameleon and our proposed scheme only achieve compu-
tational security. The reason is that the master table length in Maurer’s cipher
is super-polynomial. As any adversary would need to store most of the table
to validate guesses, the bounded storage capacity defeats all attacks with high
probability. However, Maurer’s cipher was never intended to provide traceability
of content or renewability, but only confidentiality.

Ferguson et al. discovered security weaknesses in a randomized stream cipher
similar to Chameleon [19]. However, their attack only works for linear sequences
of keywords in the master table, not for the PRSs of our proposed solution.

Ergun, Kilian, and Kumar prove that an averaging attack with additional
Gaussian noise defeats any watermarking scheme [20]. Their bound on the min-
imum number of different content copies needed for the attack asymptotically
coincides with the bound on the maximum number of different content copies to
which the watermarking scheme of Kilian et al. is collusion-resistant [15]. As we
can emulate [15] with our fingercasting approach, its collusion resistance is—at
least asymptotically—the best we can hope for.

Recently there was a great deal of interest in joint fingerprinting and de-
cryption [13,21,22,11,23]. Basically, we can distinguish three strands of work.
The first strand of work applies Chameleon in different application settings.
Briscoe et al. introduce Nark, which is an application of the original Chameleon
scheme in the context of Internet multicast [13]. However, in contrast to our
new Chameleon cipher they neither enhance Chameleon nor analyze its security.
The second strand of work tries to achieve joint fingerprinting and decryption
by either trusting network nodes to embed fingerprints (Watercasting in [21]) or
doubling the size of the ciphertext by sending differently fingerprinted packets
of content [22]. Our proposed solution neither relies on trusted network nodes
nor increases the ciphertext size. The third strand of work proposes new joint
fingerprinting and decryption processes, but at the price of replacing encryption
with scrambling, which does not achieve indistinguishability of ciphertext and
has security concerns [11,23]. In contrast, our new Chameleon cipher achieves
indistinguishability of ciphertext.

3 Preliminaries

3.1 Notation

We recall some standard notations that will be used throughout the paper. First,
we denote scalar objects with lower-case variables, e.g., o1, and object tuples as
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well as roles with upper-case variables, e.g., X1. When we summarize objects
or roles in set notation, we use an upper-case calligraphic variable, e.g., O :=
{o1, o2, . . .} or X := {X1,X2, . . .}. Second, let A be an algorithm. By y ← A(x)
we denote that y was obtained by running A on input x. If A is deterministic,
then y is a variable with a unique value. Conversely, if A is probabilistic, then y is
a random variable. For example, by y ← N(μ, σ) we denote that y was obtained
by selecting it at random with normal distribution, where μ is the mean and
σ the standard deviation. Third, o1

R←O and o2
R←[0, z ] denote the selection of a

random element of the set O and the interval [0, z ] with uniform distribution.
Finally, V ·W denotes the dot product of two vectors V := (v1, . . . , vn) and
W := (w1, . . . ,wn), which is defined as V ·W :=

∑n
j=1 vjwj , while ||V || denotes

the Euclidean norm ||V || := √V · V .

3.2 Roles and Objects in Our System Model

The (broadcast) center manages the broadcast channel, distributes decryption
keys and is fully trusted. The users obtain the content via devices that we refer to
as receivers. For example, a receiver may be a set-top box in the context of pay-
TV or a DVD player in movie distribution. We denote the number of receivers
with N ; the set of receivers is U := {ui | 1 ≤ i ≤ N }. When a receiver violates
the terms and conditions of the application, e.g., leaks its keys or shares content,
the center revokes the receiver’s keys and thus makes them useless for decryption
purposes. We denote the set of revoked receivers with R := {r1, r2, . . .} ⊂ U .

We represent broadcast content as a sequence M := (m1, . . . ,mn) of real
numbers in [0, z ], where M is an element of the content spaceM.2 For example,
these numbers may be the n most significant coefficients of the Discrete Cosine
Transform (DCT) as described in [14]. However, they should not be thought
of as a literal description of the underlying content, but as a representation of
the values that are to be changed by the watermarking process [20]. We refer to
these values as significant and to the remainder as insignificant. In the remainder
of this paper, we only refer to the significant part of the content, but briefly
comment on the insignificant part in Section 5.

3.3 Cryptographic Building Blocks

Negligible Function. A negligible function f : N→ R is a function where the
inverse of any polynomial is asymptotically an upper bound:

∀k > 0 ∃λ0 ∀λ > λ0 : f(λ) < 1/λk

Probabilistic Polynomial Time. A probabilistic polynomial-time algorithm
is an algorithm for which there exists a polynomial poly such that for every input
x ∈ {0, 1}∗ the algorithm always halts after poly(|x |) steps, independently of the
outcome of its internal coin tosses.
2 Although this representation mainly applies to images, we discuss an extension to

movies and songs in Section 5.
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Pseudo-Random Sequence (PRS). We first define the notion of pseudo-
randomness and then proceed to define a Pseudo-Random Sequence Generator
(PRSG). For further details we refer to [24, Section 3.3.1]:

Definition 1 (Pseudo-randomness). Let len : N → N be a polynomial such
that len(λ) > λ for all λ ∈ N and let Ulen(λ) be a random variable uniformly dis-
tributed over the strings {0, 1}len(λ) of length len(λ). Then the random variable X
with |X | = len(λ) is called pseudo-random if for every probabilistic polynomial-
time distinguisher D, the advantage Adv (λ) is a negligible function:

Adv (λ) :=
∣
∣Pr [D(X ) = 1]− Pr

[D(Ulen(λ)) = 1
]∣
∣

Definition 2 (Pseudo-Random Sequence Generator). A PRSG is a de-
terministic polynomial-time algorithm G that satisfies two requirements:

1. Expansion: There exists a polynomial len : N → N such that len(λ) > λ for
all λ ∈ N and |G(str)| = len(|str |) for all str ∈ {0, 1}∗.

2. Pseudo-randomness: The random variable G(Uλ) is pseudo-random.

A PRS is a sequence G(str ) derived from a uniformly distributed random seed
str using a PRSG.

Chameleon Encryption. To set up a Chameleon scheme CE := (KeyGenCE,
KeyExtrCE, EncCE, DecCE, DetectCE), the center generates the secret master ta-
ble MT , the secret table fingerprints TF := (TF (1), . . . ,TF (N )), and selects a
threshold t using the key generation algorithm (MT ,TF , t)← KeyGenCE(N , 1λ′

,
parCE), where N is the number of receivers, λ′ a security parameter, and parCE a
set of performance parameters. To add receiver ui to the system, the center uses
the key extraction algorithm RT (i) ← KeyExtrCE(MT ,TF , i) to deliver the se-
cret receiver table RT (i) to ui . To encrypt content M exclusively for the receivers
in possession of a receiver table RT (i) and a fresh session key k sess, the center
uses the encryption algorithm C ← EncCE(MT , k sess,M ), where the output is
the ciphertext C . Only a receiver ui in possession of RT (i) and k sess is capable
of decrypting C and obtaining a fingerprinted copy M (i) of content M using the
decryption algorithm M (i) ← DecCE(RT (i), k sess,C ).

When the center discovers an illegal copy M ∗ of content M , it executes
DetectCE, which uses the fingerprint detection algorithm DetectFP of the un-
derlying fingerprinting scheme to detect whether RT (i) left traces in M ∗. For
further details on our notation of a Chameleon scheme, we refer to Appendix C.

Fingerprinting. To set up a fingerprinting scheme, the center generates the
secret content fingerprints CF := (CF (1), . . . ,CF (N )) and the secret similarity
threshold t using the setup algorithm (CF , t) ← SetupFP(N ,n ′, parFP), where
N is the number of receivers, n ′ the number of content coefficients, and parFP

a set of performance parameters. To embed the content fingerprint CF (i) :=
(cf (i)

1 , . . . , cf (i)
n′ ) of receiver ui into the original content M , the center uses the

embedding algorithm M (i) ← EmbedFP(M ,CF (i)). To verify whether an illegal
copy M ∗ of content M contains traces of the content fingerprint CF (i) of receiver
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ui , the center uses the detection algorithm dec ← DetectFP(M ,M ∗,CF (i), t). It
calculates the similarity between the detected fingerprint CF ∗ := M ∗ −M and
CF (i) using a similarity measure. If the similarity is above the threshold t , then
the center declares ui guilty (dec = true), otherwise innocent (dec = false).
This type of detection algorithm is called non-blind because it needs the original
content M as input; the opposite is a blind detection algorithm.

We call a fingerprinting scheme additive if the probability distribution ProDis
of its coefficients has the following property: Adding two independent random
variables that follow ProDis results in a random variable that also follows ProDis.
For example, the normal distribution has this property, where the means and
variances add up during addition.

Spread Spectrum Watermarking (SSW) is an instance of an additive fin-
gerprinting scheme. We describe the SSW scheme of [15], which we later use
to achieve collusion resistance. The content fingerprint CF (i) consists of in-
dependent random variables cf (i)

j with normal distribution ProDis = N(0, σ′),
where σ′ is a function fσ′ (N ,n ′, parFP). The similarity threshold t is a function
ft (σ′,N , parFP). Both functions fσ′ and ft are specified in [15]. During EmbedFP,
the center adds the fingerprint coefficients to the content coefficients: m(i)

j ←
mj + cf (i)

j . The similarity test is Sim(CF ∗,CF (i)) ≥ t with Sim(CF ∗,CF (i)) :=
(CF ∗ · CF (i))/||CF ∗||. Finally, the scheme’s security is given by:

Theorem 1. [15, Section 3.4] In the SSW scheme with the above parameters,
an adversarial coalition needs Ω(

√
n ′/ lnN ) differently fingerprinted copies of

content M to have a non-negligible chance of creating a good copy M ∗ without
any coalition member’s fingerprint.

For further details on our notation of a fingerprinting scheme and the SSW
scheme of [15], we refer to Appendix D.

Broadcast Encryption. To set up the scheme, the center generates the se-
cret master key MK using the key generation algorithm MK ← KeyGenBE(N ,
1λ′′

), where N is the number of receivers and λ′′ the security parameter. To
add receiver ui to the system, the center uses the key extraction algorithm
SK (i) ← KeyExtrBE(MK , i) to extract the secret key SK (i) of ui . To encrypt
session key k sess exclusively for the non-revoked receivers U \ R, the center
uses the encryption algorithm C ← EncBE(MK ,R, k sess), where the output is
the ciphertext C . Only a non-revoked receiver ui has a matching private key
SK (i) that allows to decrypt C and obtain k sess using the decryption algorithm
k sess ← DecBE(i ,SK (i),C ). For further details on our notation of a BE scheme,
we refer to Appendix E.

3.4 Requirements of a Fingercasting Scheme

Before we enter into the details of our fingercasting approach, we summarize its
requirements: correctness, security, collusion resistance, and frame-proofness. To
put it simply, the aim of our fingercasting approach is to generically combine
an instance of a BE scheme, a Chameleon scheme, and a fingerprinting scheme
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such that the combination inherits the security of BE and Chameleon as well as
the collusion resistance of fingerprinting. To define correctness we first need to
clarify how intrusive a fingerprint may be. For a copy to be good, the fingerprint
may not perceptibly deteriorate its quality:

Definition 3 (Goodness). Goodness is a predicate Good : M2 → {true,
false} over two messages M1,M2 ∈ M that evaluates their perceptual differ-
ence. A fingerprinted copy M (i) is called good if its perceptual difference to
the original content M is below a perceptibility threshold. We denote this with
Good(M (i),M ) = true. Otherwise, the copy is called bad.

Definition 4 (Correctness). Let pbad � 1 be the maximum allowed probability
of a bad copy. A fingercasting scheme is correct if the probability for a non-
revoked receiver to obtain a bad copy M (i) of the content M is at most pbad,
where the probability is taken over all coin tosses of the setup and encryption
algorithm:

∀M ∈ M, ∀ui ∈ U \ R : Pr
[
Good(M ,M (i)) = false

] ≤ pbad

The SSW scheme of [15] uses the goodness predicate ||M (i)−M || ≤ √n ′δ, where
n ′ is the number of content coefficients and δ a goodness criterion.

All relevant BE schemes provide IND-CCA1 security [6,7,8], which is a stronger
notion than IND-CPA security. As we aim to achieve at least IND-CPA security,
the remaining requirements only relate to the Chameleon scheme CE.

We define IND-CPA security of CE by a game between an IND-CPA adversary
A and a challenger C: The challenger runs (MT ,TF , t) ← KeyGenCE(N , 1λ′

,
parCE), generates a secret random session key k sess and sends (MT ,TF , t) to
A. A outputs two content items M0,M1 ∈ M on which it wishes to be chal-
lenged. C picks a random bit b R←{0, 1} and sends the challenge ciphertext Cb ←
EncCE(MT , k sess,Mb) to A. Finally, A outputs a guess b′ and wins if b′ = b. We
define the advantage of A against CE as Advind-cpa

A,CE (λ′) := |Pr [b′ = 0|b = 0] −
Pr [b′ = 0|b = 1] |. For further details on security notions we refer to [25].

Definition 5 (IND-CPA security). A Chameleon scheme CE is IND-CPA se-
cure if for every probabilistic polynomial-time IND-CPA adversary A we have
that Advind-cpa

A,CE (λ′) is a negligible function.

We note that in Definition 5, the adversary is not an outsider or third party, but an
insider in possession of the master table (not only a receiver table). Nevertheless,
the adversary should have a negligible advantage in distinguishing the ciphertexts
of two messages of his choice as long as the session key remains secret.

Collusion resistance is defined by the following game between an adversarial
coalition A ⊆ U \ R and a challenger C: The challenger runs KeyGenCE on
parameters (N , 1λ′

, parCE), generates a ciphertext C ← EncCE(MT , k sess,M ),
and gives A the receiver tables RT (i) of all coalition members as well as the
session key k sess . Then A outputs a document copy M ∗ and wins if for all
coalition members the detection algorithm fails (false negative):
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Definition 6 (Collusion resistance). Let DetectFP be the fingerprint detection
algorithm of the fingerprinting scheme that a Chameleon scheme CE instantiates.
Then CE is (q, pneg)-collusion-resistant if for every probabilistic polynomial-time
adversarial coalition A of at most q := |A| colluders we have that

Pr
[
Good(M ∗,M )=true, ∀ui ∈ A : DetectFP(M ,M ∗,CF (i), t)=false

] ≤ pneg ,

where the false negative probability is taken over the coin tosses of the setup
algorithm, of the adversarial coalition A, and of the session key k sess.

Note that 1-collusion resistance is also called robustness. Frame-proofness is
similar to collusion resistance, but A wins the game if the detection algorithm
accuses an innocent user (false positive).

Definition 7 (Frame-proofness). Let DetectFP be the fingerprint detection
algorithm of the fingerprinting scheme that a Chameleon scheme CE instanti-
ates. Then CE is (q, ppos)-frame-proof if for every probabilistic polynomial-time
adversarial coalition A of at most q := |A| colluders we have that

Pr
[
Good(M ∗,M )=true, ∃ui /∈ A : DetectFP(M ,M ∗,CF (i), t)=true

] ≤ ppos ,

where the false positive probability is taken over the coin tosses of the setup
algorithm, of the adversarial coalition A, and of the session key k sess.

In Definitions 6 and 7, the adversarial coalition again consists of insiders in
possession of their receiver tables and the session key. Nevertheless, the coalition
should have a well-defined and small chance of creating a plaintext copy that
incriminates none of the coalition members (collusion resistance) or an innocent
user outside the coalition (frame-proofness).

4 Proposed Solution

4.1 High-Level Overview of the Proposed Fingercasting Scheme

To fingercast content, the center uses the BE scheme to send a fresh session
key to each non-revoked receiver. This session key initializes a pseudo-random
sequence generator. The resulting pseudo-random sequence represents a sequence
of addresses in the master table of our new Chameleon scheme. The center
encrypts the content with the master table entries to which the addresses refer.
Each receiver has a unique receiver table that differs only slightly from the
master table. During decryption, these slight differences in the receiver table
lead to slight, but characteristic differences in the content copy.

Interaction Details. We divide this approach into the same five steps that
we have seen for Chameleon schemes in Section 3.3. First, the key generation
algorithm of the fingercasting scheme consists of the key generations algorithms
of the two underlying schemes KeyGenBE and KeyGenCE. The center’s master
key thus consists of MK , MT and TF . Second, the same observation holds
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for the key extraction algorithm of the fingercasting scheme. It consists of the
respective algorithms in the two underlying schemes KeyExtrBE and KeyExtrCE.
The secret key of receiver ui therefore has two elements: SK (i) and RT (i).

Third, the encryption algorithm defines how we interlock the two underly-
ing schemes. To encrypt, the center generates a fresh and random session key
k sess R←{0, 1}λ. This session key is broadcasted to the non-revoked receivers us-
ing the BE scheme: CBE ← EncBE(MK ,R, k sess). Subsequently, the center uses
k sess to determine addresses in the master table MT of the Chameleon scheme
and encrypts with the corresponding entries: CCE ← EncCE(MT , k sess,M ). The
ciphertext of the fingercasting scheme thus has two elements CBE and CCE.

Fourth, the decryption algorithm inverts the encryption algorithm with un-
noticeable, but characteristic errors. First of all, each non-revoked receiver ui

recovers the correct session key: k sess ← DecBE(i ,SK (i),CBE). Therefore, ui can
recalculate the PRS and the correct addresses in receiver table RT (i). However,
this receiver table is slightly different from the master table. Therefore, ui ob-
tains a fingerprinted copy M (i) that is slightly different from the original content:
M (i) ← DecCE(RT (i), k sess,CCE). Last, the fingerprint detection algorithm of the
fingercasting scheme is identical to that of the underlying fingerprinting scheme.

4.2 A New Chameleon Scheme

Up to now, we have focused on the straightforward aspects of our approach; we
have neglected the intrinsic difficulties and the impact of the requirements on
the Chameleon scheme. In the sequel, we will show a specific Chameleon scheme
that fulfills all of them. We design it in such a way that its content fingerprints
can emulate any additive fingerprinting scheme, which we later instantiate with
the SSW scheme as proof of concept.

Key Generation. To define this algorithm, we need to determine how the
center generates the master table MT and the table fingerprints TF . To generate
MT , the center chooses L table entries at random from the interval [0, z ] with
independent uniform distribution: mtα

R←[0, z ] for all α ∈ {1, . . . , L}. As the table
entries will be addressed with bit words, we select L = 2l such that l indicates
the number of bits needed to define the binary address of an entry in the table.
The center thus obtains the master table MT := (mt1,mt2, . . . ,mtL).

To generate the table fingerprints TF := (TF (1), . . . ,TF (N )), the center se-
lects for each receiver ui and each master table entry mtα a fingerprint coefficient
in order to disturb the original entry. Specifically, each fingerprint coefficient tf (i)

α

of table fingerprint TF (i) is independently distributed according to the proba-
bility distribution ProDis of the additive fingerprinting scheme, but scaled down
with an attenuation factor f ∈ R, f ≥ 1:

tf (i)
α ← 1/f · ProDis(parFP) (1)

Key Extraction. After the probabilistic key generation algorithm we now de-
scribe the deterministic key extraction algorithm. The center processes table
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(a) To derive RT (i) from MT , the cen-
ter subtracts the L fingerprint coefficients
tf (i)

α at address α for all α ∈ {1, . . . , L}.

(b) To derive ciphertext C from plaintext
M , the center uses the session key to gen-
erate a PRS. It then adds the addressed
master table entries to the plaintext.

Fig. 1. Receiver table derivation and ciphertext calculation

fingerprint TF (i) := (tf (i)
1 , . . . , tf (i)

L ) of receiver ui as follows: The center sub-
tracts each fingerprint coefficient in TF (i) from the corresponding master table
entry to obtain the receiver table entry, which we illustrate in Fig. 1(a):

∀α ∈ {1, . . . , L} : rt (i)
α ← mtα − tf (i)

α mod p (2)

Remark 1. The modulo operator allows only integer values to be added. How-
ever, the master table, the table fingerprints and the content coefficients are
based on real numbers with finite precision. We solve this ostensible contradic-
tion by scaling the real values to the integer domain by an appropriate scaling
factor ρ, possibly ignoring further decimal digits. ρ must be chosen large enough
to allow a computation in the integer domain with a sufficiently high precision.
We implicitly assume this scaling to the integer domain whenever real values are
used. For example, with real-valued variables rt (i), mt , and tf (i) the operation
rt (i) ← (mt − tf (i)) mod p actually stands for ρ · rt (i) ← (ρ ·mt − ρ · tf (i)) mod p.
The group order p := ρ · z� + 1 is defined by the content space [0, z ] (see
Section 3.2) and the scaling factor ρ.

Encryption. Fig. 1(b) gives an overview of the encryption algorithm. The ses-
sion key k sess is used as the seed of a PRSG with expansion function len(|k sess|) ≥
n ·s · l , where parameter s will be specified below. To give a practical example for
a PRSG, k sess may serve as the key for a conventional block cipher, e.g., AES or
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triple DES,3 in output feedback mode. Each block of l bits of the pseudo-random
sequence is interpreted as an address β in the master table MT . For each coef-
ficient of the plaintext, the center uses s addresses that define s entries of the
master table. In total, the center obtains n · s addresses that we denote with
βj ,k , where j is the coefficient index, k the address index, and Extracti extracts
the i-th block of length l from its input string:

∀j ∈ {1, . . . ,n}, ∀k ∈ {1, . . . , s} : βj ,k ← Extract(j−1)s+k (G(k sess)) (3)

For each content coefficient, the center adds the s master table entries modulo
the group order. In Fig. 1(b), we illustrate the case s = 4, which is the design
choice in the original Chameleon cipher. The j -th coefficient cj of the ciphertext
C is calculated as

∀j ∈ {1, . . . ,n} : cj ←
(
mj +

s∑

k=1

mtβj ,k

)
mod p , (4)

where mtβj ,k
denotes the master table entry referenced by address βj ,k from (3).

Decryption. The decryption algorithm proceeds in the same way as the en-
cryption algorithm with two exceptions. First, the receiver has to use its receiver
table RT (i) instead of MT . Second, the addition is replaced by subtraction. The
j -th coefficient m(i)

j of the plaintext copy M (i) of receiver ui is thus calculated as

m(i)
j ←

(
cj −

s∑

k=1

rt (i)
βj ,k

)
mod p, (5)

where rt (i)
βj ,k

denotes the receiver table entry of receiver ui referenced by address
βj ,k generated in (3). As the receiver table RT (i) slightly differs from the mas-
ter table MT , the plaintext copy M (i) obtained by receiver ui slightly differs
from the original plaintext M . By appropriately choosing the attenuation factor
f in (1), the distortion of M (i) with respect to M is the same as that of the
instantiated fingerprinting scheme and goodness is preserved (see Section 4.3).

Fingerprint Detection.When the center detects an illegal copy M ∗=(m∗
1 , . . . ,

m∗
n) of content M , it tries to identify the receivers that participated in the

generation of M ∗. To do so, the center verifies whether the fingerprint of a
suspect receiver ui is present in M ∗. Obviously, the fingerprint is unlikely to
appear in its original form; an adversary may have modified it by applying
common attacks such as resampling, requantization, compression, cropping, and
rotation. Furthermore, the adversary may have applied an arbitrary combination
of these known attacks and other yet unknown attacks. Finally, an adversarial
coalition may have colluded and created M ∗ using several different copies of M .

The fingerprint detection algorithm is identical to that of the underlying fin-
gerprinting scheme: dec ← DetectFP(M ,M ∗,CF (i), t). In order to properly scale

3 Advanced Encryption Standard [26] and Data Encryption Standard [27].
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the content fingerprint, we need to select the attenuation factor f in (1). We
choose it such that the addition of s attenuated fingerprint coefficients generates
a random variable that follows ProDis without attenuation (for an example see
Section 4.3). In order to verify whether the table fingerprint TF (i) of receiver ui

left traces in M ∗, DetectFP calculates the similarity between the detected con-
tent fingerprint CF ∗ with coefficients cf ∗j := m∗

j −mj and the content fingerprint
CF (i) in ui ’s copy M (i) with

cf (i)
j := m(i)

j −mj
(4),(5)

=
s∑

k=1

(
mtβj ,k

− rt (i)
βj ,k

)
(2)
=

s∑

k=1

tf (i)
βj ,k

, (6)

where tf (i)
βj ,k

is the fingerprint coefficient that fingerprinted receiver table RT (i) at
address α = βj ,k in (2). If the similarity is above threshold t , the center declares
ui guilty. Note that the calculation of CF ∗ necessitates the original content M ,
whereas the calculation of CF (i) relies on the session key k sess and the table
fingerprint TF (i); the scheme is thus non-blind in its current version. However,
we assume it is possible to design an extended scheme with a blind detection
algorithm. If instantiated with Spread Spectrum Watermarking, the watermark
is often robust enough to be detected even in the absence of the original content.

The same algorithm applies to detection of fingerprints in illegal copies of
receiver tables. Their fingerprints have the same construction and statistical
properties, where the attenuated amplitude of the fingerprint coefficients in (1)
is compensated by a higher number of coefficients, as the relation L/f ≈ n holds
for practical parameter choices (see Section 5.1).

When the center detects the fingerprint of a certain user in an illegal content
copy or an illegal receiver table, there are two potential countermeasures with
different security and performance tradeoffs. One is to simply revoke the user
in the BE scheme such that the user’s BE decryption key becomes useless and
no longer grants access to the session key. However, the user’s receiver table
still allows to decrypt content if yet another user illegally shares the session key.
In an Internet age, this is a valid threat as two illegal users may collude such
that one user publishes the receiver table (and gets caught) and the other user
anonymously publishes the session keys (and doesn’t get caught). Nevertheless,
we stress that this weakness, namely the non-traceability of session keys, is
common to all revocation BE schemes because the session key is identical for all
users and therefore does not allow tracing.4

In order to avoid this weakness, the other potential countermeasure is to not
only revoke the user whose receiver table was illegally shared, but also renew the
master table and redistribute the new receiver tables. If the broadcast channel
has enough spare bandwidth, the center can broadcast the receiver tables indi-
vidually to all receivers in off-peak periods, i.e., when the channel’s bandwidth
4 The common assumption for revocation BE schemes is that it is difficult to share the

session key anonymously on a large scale without being caught. Even if key sharing
may be possible on a small scale, e.g., among family and friends, the main goal is
to allow revocation of a user that shared the decryption key or session keys and got
caught, no matter by which means of technical or legal tracing.
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is not fully used for regular transmission. The relevant BE schemes [6,7,8] allow
to encrypt each receiver table individually for the corresponding receiver such
that only this receiver can decrypt and obtain access.5 If the broadcast channel’s
bandwidth is too low, then the receiver tables need to be redistributed as in the
initial setup phase, e.g., via smartcards.

Parameter Selection. The new Chameleon scheme has two major parameters
L and s that allow a trade-off between the size of RT (i), which ui has to store, and
the computation cost, which grows linearly with the number s of addresses per
content coefficient in (4). By increasing L, we can decrease s in order to replace
computation cost with storage size. Further details follow in Section 5.1.

4.3 Instantiation with Spread Spectrum Watermarking

In this section, we instantiate the fingerprinting scheme with the SSW scheme
of [15] and thereby inherit its collusion resistance and frame-proofness. Let the
center choose the SSW scheme’s parameters parFP = (δ, pbad, ppos), which al-
lows to calculate a standard deviation σ′ and a threshold t via two functions
fσ′(N ,n ′, δ, pbad) and ft (σ′,N , ppos) defined in [15]. The probability distribution
of the SSW scheme is then ProDis = N(0, σ′). We set f = s because then
1/f · N(0, σ′) in (1) is still a normal distribution with mean 0 and standard
deviation 1/

√
s · σ′, and adding s of those variables in (4) and (5) leads to the

required random variable with standard deviation σ′. It remains to define the
similarity measure for the detection algorithm dec ← DetectFP(M ,M ∗,CF (i), t),
which [15] defines as:

dec = true if
CF ∗ · CF (i)

||CF ∗|| > t

We call an instantiation exact if it achieves the same statistical properties as
the fingerprinting scheme that it instantiates. Theorem 2 below states that the
above choice is an exact instantiation of the SSW scheme.

Theorem 2. Let σ′ and σ be the standard deviations of the SSW scheme and
the Chameleon scheme instantiated with SSW, respectively, and n ′ and n be their
number of content coefficients. Then the following mapping between both schemes
is an exact instantiation:

σ′ =
√

s · σ (⇔ f = s) and n ′ = n

Towards the proof of Theorem 2. We prove an even stronger result than
Theorem 2. In addition to the exactness of the instantiation, we also prove
that it is optimal to fingerprint every entry of the receiver tables. To do so, we
first formulate Lemmata 1–4 and then describe why they imply Theorem 2. For
5 In all of these schemes, the center shares with each user an individual secret, which

they can use for regular symmetric encryption.



Fingercasting–Joint Fingerprinting and Decryption of Broadcast Messages 15

the Lemmata, we introduce a parameter F ∈ {1, 2, . . . , L} that describes the
number of receiver table entries that obtain a fingerprint coefficient tf (i)

α in (2).
The position of the F fingerprinted entries in the receiver table is selected with
uniform distribution. We show that the choice F = L is optimal in the sense
that the resulting instantiation is exact.

The difficulty in analyzing the SSW instantiation is that each content coeffi-
cient is not only fingerprinted with a single fingerprint coefficient as in SSW, but
with up to s such variables as can be seen from (6). Note that for F < L some
receiver table entries do not receive a fingerprint coefficient and are therefore
identical to the master table entry. In order to analyze the statistical properties
of the resulting fingerprint, we will need to calculate the expectation and variance
of two parameters that link the instantiation to the original SSW scheme.

The first parameter is the number N fp of fingerprint coefficients tf (i) that are
added to a content coefficient mj by using the receiver table RT (i) in (5) instead
of the master table MT in (4). In SSW, N fp has the constant value 1, i.e., a
content fingerprint consists of one fingerprint coefficient per content coefficient,
whereas in our scheme N fp varies between 0 and s as shown in (6). If only F
of the L receiver table entries have been fingerprinted, then tf (i) = 0 for the
remaining L− F entries.

The second parameter is the number of content coefficients that carry a de-
tectable content fingerprint. In SSW, this number has the constant value n ′, i.e.,
every coefficient carries a fingerprint with fixed standard deviation, whereas in
our scheme, some of the n coefficients may happen to receive no or only few
fingerprint coefficients tf (i). Specifically, this happens when the receiver table
entry rt (i)

βj ,k
of (5) did not receive a fingerprint coefficient in (2) for F < L. The

next lemma gives the number of normally distributed table fingerprint coeffi-
cients that our scheme adds to a content coefficient. This number is a random
variable characterized by its expectation and standard variance.

We prove the lemmata under the uniform sequence assumption, i.e., the se-
quence used to select the addresses from the master table has independent uni-
form distribution. We stress that we only use it to find the optimal mapping with
SSW; security and collusion resistance of the proposed scheme do not rely on
this assumption for the final choice of parameters (see the end of this section).6

Lemma 1. Let N fp be the random variable counting the number of fingerprinted
receiver table entries with which a coefficient m(i)

j of copy M (i) is fingerprinted.
Then the probability of obtaining k ∈ {0, . . . , s} fingerprinted entries is

Pr
[
N fp = k

]
=

(
s
k

)

(
F
L

)k (1− F
L

)s−k

The expectation and the variance of N fp are

E(N fp) = s
F
L

and σ2
N fp := E([N fp − E(N fp)]2) = s

F
L

(1 − F
L

).

6 Note that even if this was not the case, we can show that the adversary’s advantage
is still negligible by a simple reduction argument.
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Proof. During decryption, the receiver subtracts s receiver table entries rt (i)
α

from the ciphertext coefficient using (5). Each entry rt (i)
α is either fingerprinted

or not. Under the uniform sequence assumption, the addresses of the subtracted
entries rt (i)

α have independent uniform distribution. In addition, the F finger-
printed entries are distributed over RT (i) with independent uniform distribution.
Therefore, the probability that a single address α = βj ,k in (5) points to a fin-
gerprinted receiver table entry rt (i)

α is F/L, which is the number of fingerprinted
receiver table entries divided by the total number of entries. As the underly-
ing experiment is a sequence of s consecutive yes-no experiments with success
probability F/L, it follows that N fp has binomial distribution. This implies the
probability, the expectation, and the variance.

Lemma 1 allows us to determine how many fingerprint coefficients we can expect
in each content coefficient and how the number of such fingerprint coefficients
varies. The next question is what kind of random variable results from adding
N fp fingerprint coefficients.

Lemma 2. By adding a number N fp of independent N(0, σ)-distributed finger-
print coefficients, the resulting random variable has normal distribution with
mean 0 and standard deviation

√
N fpσ.

Proof. Each fingerprint coefficient is independently distributed according to the
normal distribution N(0, σ). When two independent and normally distributed
random variables are added, the resulting random variable is also normally dis-
tributed, while the means and the variances add up. Due to linearity, the result-
ing standard deviation for N fp random variables is

√
N fpσ2 =

√
N fpσ.

In order to fingerprint the content coefficients with the same standard devi-
ation σ′ as in the SSW scheme, the natural choice is to choose σ such that√

E(N fp)σ = σ′. The remaining question is how many content coefficients are
actually fingerprinted; note that due to the randomness of N fp, some content
coefficients may receive more fingerprint coefficients than others. We determine
the expected number of fingerprinted content coefficients in the next two lem-
mata, while we leave it open how many fingerprint coefficients are needed for
detection:

Lemma 3. Let N fp
min ∈ {1, . . . , s} be the minimum number of table fingerprint

coefficients needed to obtain a detectable fingerprint in content coefficient m(i)
j .

Then the probability pfing that coefficient m(i)
j of copy M (i) obtains at least N fp

min

fingerprint coefficients is

pfing =
s∑

k=N fp
min

(
s
k

)

(
F
L

)k (1− F
L

)s−k

Proof. The lemma is a corollary of Lemma 1 by adding the probabilities of all
events whose value of N fp is greater than or equal to N fp

min.
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Lemma 4. Let N fing ∈ {0, . . . ,n} be the random variable counting the number
of fingerprinted coefficients. Then the expectation of N fing is

E(N fing) =
n∑

j=0

j
(

n
j

)

(pfing)j (1 − pfing)n−j = npfing

Proof. The lemma follows from the fact that N fing has binomial distribution with
success probability pfing and n experiments.

Given Lemmata 1–4 we can derive some of the parameters in our scheme from
SSW. Suppose that the center has already selected the parameters of the SSW
scheme such that the requirements on the number of receivers and collusion
resistance are met. This includes the choice of N , n ′, and parFP = parCE :=
(δ, pbad, ppos); it allows to derive σ′ and t of SSW based on the functions
fσ′(N ,n ′, δ, pbad) and ft (σ′,N , ppos), which are defined in [15].

Based on the center’s selection, we can derive the parameters n, F/L, and√
s · σ in our Chameleon scheme as follows. Our first aim is to achieve the same

expected standard deviation in the content coefficients of our scheme as in SSW,
i.e., σ′ =

√
E(N fp) · σ, which by Lemma 1 leads to σ′ =

√
sF/L · σ. Our second

aim is to minimize the variance of N fp in order to have N fp = E(N fp) not only
on average, but for as many content coefficients as possible, where N fp = E(N fp)
implies that the content coefficient in our scheme obtains a fingerprint with the
same statistical properties as in SSW. The two minima of σ2

N fp = s ·F/L·(1−F/L)
are F/L = 0 and F/L = 1, of which only the second is meaningful. F/L = 1
or F = L is the case where all entries of the master table are fingerprinted. As
this optimum case leads to a variance of σ2

N fp = 0 and N fp = s , the content
coefficients of our scheme and SSW have the same statistical properties. This
proves Theorem 2 and the claim that all tables entries should be fingerprinted.

With F/L = 1 and σ′ =
√

s · σ, we obtain Pr
[
N fp = s

]
= 1 by Lemma 1

and pfing = 1 by Lemma 3. Finally, we conclude that E(N fing) = n · pfing = n
by Lemma 4 and set E(N fing) = n = n ′. We stress that the equalities hold even
if we replace the uniform sequence with a pseudo-random sequence; for F = L
the equations N fp = s and N fing = n are obviously independent of the uniform
distribution of the sequence of addresses in the master table.

We note that the number s of addresses per content coefficient, introduced
in (4), is still undetermined and may be chosen according to the security require-
ments (see Section 4.4).

4.4 Analysis

Correctness, Collusion Resistance and Frame-Proofness. Correctness
follows from the correctness of the two underlying schemes, i.e., the BE scheme
and the Chameleon scheme. Correctness of the Chameleon scheme follows from
the correctness of the underlying fingerprinting scheme, which we can instantiate
exactly by properly choosing the scaling factor in (1) and thus making the con-
tent fingerprint of (6) identical to a fingerprint of the instantiated fingerprinting
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scheme. Collusion resistance and frame-proofness of content and receiver tables
follows from the collusion resistance and frame-proofness of the instantiated fin-
gerprinting scheme.

The mapping in Section 4.3 is an exact instantiation of the SSW scheme and
therefore inherits its collusion resistance and frame-proofness (see Theorem 1).
We note that the proof of Theorem 1, which appears in [15], covers both collu-
sion resistance and frame-proofness, although the original text of the theorem
only seems to cover collusion resistance. Collusion resistance, related to false
negatives, is shown in [15, Section 3.4], whereas frame-proofness, related to false
positives, is shown in [15, Section 3.2].

IND-CPA Security. We reduce the security of our Chameleon scheme to that
of the PRSG with which it is instantiated. In order to prove IND-CPA security,
we prove that the key stream produced by the Chameleon scheme is pseudo-
random (see Definition 1). IND-CPA security of the proposed scheme follows by
a simple reduction argument (see [28, Section 5.3.1]). To further strengthen the
proof, we assume that the adversary is in possession of the master table and
all receiver tables, although in practice the adversary only has one or several
receiver tables.

By scaling the real values of the content coefficients to the integer domain
(see Remark 1), we obtain a plaintext symbol space P with a cardinality Z
defined by the content and the scaling factor ρ. In the remainder of this section
we assume that the plaintext symbol space P and the key symbol space K are
equal to {0, 1, . . . ,Z − 1}. We make this assumption to simplify our notation,
but stress that this is no restriction, as there is a one-to-one mapping between
the actual plaintext symbol space [0, z ] and the scaled space {0, 1, . . . ,Z − 1},
which enumerates the elements of [0, z ] starting from 0.7 In the sequel, by key
symbols we mean the elements of K. We also note that the obvious choice for
the group order p is the size of the symbol space: p = |K| = Z . This ensures
identical size of plaintext and ciphertext space.

The proof is divided into 4 major steps. First, we show the properties of
the random variable that results from a single draw from the master table
(Lemma 5). Second, we define these properties as the starting point of an it-
eration on the number s of draws from the master table (Definition 8). Third,
we prove that the random variable that results from adding randomly drawn
master table entries improves with every draw, where improving means being
statistically closer to a truly random variable (Lemma 6). Last, we prove the
pseudo-randomness of the Chameleon scheme’s key stream (Theorem 3).

Lemma 5. Let Pr
[
X (1) = x

]
denote the probability of drawing the key symbol

x ∈ K in a single draw from master table MT. Let ηk ∈ {0, 1, . . . , L} denote
the number of times that key symbol xk ∈ K appears in MT. When we select
a master table entry at a random address with uniform distribution, then the
probability of obtaining key symbol xk ∈ K is pk := Pr

[
X (1) = xk

]
= ηk

L .

7 Note that [0, z ] consists of real numbers with finite precision. As pointed out in
Remark 1 these real numbers are mapped to integers by applying a scaling factor ρ.
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Proof. There are L entries in the master table. Due to the uniform distribution
of the selected address, each master table entry has the same probability of
being selected. Therefore, the probability of a specific key symbol xk ∈ K being
selected is the number ηk of occurrences of xk in the master table divided by the
total number L of master table entries.

For a single draw from the master table, the resulting random variable thus only
depends on the number of occurrences of the key symbols within the master
table. As the master table entries are generated with uniform distribution, the
frequencies are unlikely to be identical for each key symbol, leading to a non-
uniform and therefore insecure distribution Pr

[
X (1)

]
.

Definition 8 (Strong convergence). Let U be a random variable uniformly
distributed over the key symbol space. Let the statistical quality SQ (1) of MT
be the statistical difference between X (1) and U : SQ (1) := 1

2

∑Z−1
k=0

∣
∣pk − 1

Z

∣
∣. We

call the master table strongly converging if 2SQ (1) ≤ d for some d ∈ R such
that d < 1.

The statistical quality SQ (1) is thus a measure for the initial suitability of the
master table for generating a uniform distribution. The next lemma is the main
result of the security analysis; it proves that the statistical quality SQ (s) gets
better with every of the s draws.

Lemma 6. Let U be a random variable uniformly distributed over the key sym-
bol space. Let MT be a strongly converging master table. Let Xk denote the k-th
draw from MT and X (s) the random variable resulting from s independent uni-
formly distributed draws added modulo Z : X (s) :=

∑s
k=1 Xk mod Z . Then the

statistical difference SQ (s) between X (s) and U is a negligible function with an
upper bound of 1

2d s .

Proof. The proof is by induction. For all k ∈ K, let p(i)
k := Pr

[
X (i) = k

]
de-

note the probability of the event that in the i-th iteration the random variable
X (i) takes the value of key symbol k . Represent this probability with an ad-
ditive error e(i)

k such that p(i)
k = 1

Z (1 + e(i)
k ). Due to

∑Z−1
k=0 p(i)

k = 1, we ob-
tain

∑Z−1
k=0 e(i)

k = 0. The induction start is trivially fulfilled by every strongly
converging master table: SQ (1) ≤ 1

2d . As the induction hypothesis, we have
SQ (i) ≤ 1

2d i , where SQ (i) := 1
2

∑Z−1
k=0 |p(i)

k − 1
Z | = 1

2Z

∑Z−1
k=0 |e(i)

k |. The induction
claim is SQ (i+1) ≤ 1

2d i+1. The induction proof follows: Iteration i + 1 is defined
as X (i+1) :=

∑i+1
k=1 Xk mod Z , which is equal to X (i+1) = X (i) + Xi+1 mod Z ,

where Xi+1 is just a single draw with the probabilities pk from Lemma 5 and er-
ror representation pk = 1

Z (1 + ek ) such that
∑Z−1

k=0 ek = 0. Therefore, we obtain
for all k ∈ K that

Pr
[
X (i+1) = k

]
=

Z−1∑

j=0

Pr
[
X (i) = j

] · Pr [Xi+1 = (k − j ) mod Z ]
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=
Z−1∑

j=0

p(i)
j p(k−j) mod Z =

1
Z 2

Z−1∑

j=0

(1 + e(i)
j )(1 + e(k−j) mod Z )

=
1
Z 2

(
Z−1∑

j=0

1 +
Z−1∑

j=0

e(i)
j

︸ ︷︷ ︸
=0

+
Z−1∑

j=0

e(k−j) mod Z

︸ ︷︷ ︸
=0

+
Z−1∑

j=0

e(i)
j e(k−j) mod Z

)

=
1
Z

+
1

Z 2

Z−1∑

j=0

e(i)
j e(k−j) mod Z

The upper bound for the statistical difference in iteration i + 1 is

SQ (i+1) :=
1
2

Z−1∑

k=0

∣
∣
∣
∣Pr

[
X (i+1) = k

]− 1
Z

∣
∣
∣
∣ =

1
2

Z−1∑

k=0

∣
∣
∣
∣
∣

1
Z 2

Z−1∑

j=0

e(i)
j e(k−j) mod Z

∣
∣
∣
∣
∣

≤ 1
2Z 2

(
Z−1∑

k=0

∣
∣
∣e(i)

k

∣
∣
∣

) (
Z−1∑

k=0

|ek |
)

= 2SQ (i)SQ (1) ≤ 1
2
d i+1 ,

where the first inequality follows from the fact that the two sums on the left-hand
side run over every combination of e(i)

j e(k−j) mod Z , which may have opposite
signs, whereas the right-hand side adds the absolute values of all combinations,
avoiding any mutual elimination of combinations with opposite signs.

Note that the proof relies on the uniform sequence assumption, i.e., the ad-
dresses used to point into the master table have independent uniform distribu-
tion. Clearly, this assumption has to be slightly weakened in practice by replacing
true randomness with pseudo-randomness. In Theorem 3 we therefore show that
we can use pseudo-randomness without compromising security. The idea is to
reduce an attack on the Chameleon key stream to an attack on the PRSG itself:

Theorem 3. Let U be a random variable uniformly distributed over the key
symbol space. Let MT be a strongly converging master table. Let the number
s(λ′) of draws from MT be a polynomial function of the security parameter λ′ of
CE such that the statistical difference SQ (s)(λ′) between X (s) and U is a negligible
function under the uniform sequence assumption. Then even after replacement of
the uniform sequence of addresses with a PRS, no probabilistic polynomial-time
adversary can distinguish the pseudo-random key stream consisting of variables
X (s) from a truly random key stream with variables U .

Before we enter into the details of the proof, we clarify the attack goal, the ad-
versary’s capabilities, and the criteria for a successful break of (i) a PRSG and
(ii) the pseudo-randomness of our Chameleon scheme’s key stream:

(i) The goal of an adversary A attacking a PRSG is to distinguish the output
of G on a random seed from a random string of identical length (see Definition 2).
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A’s capabilities are limited to a probabilistic Turing machine whose running
time is polynomially bounded in the length of its input (and thus also in the
security parameter λ, which is defines the input length). A successful break is
defined as follows: The challenger C generates a random seed str R←{0, 1}λ and
a random string str1

R←{0, 1}len(λ) with uniform distribution. C then applies the
PRSG to str and obtains str0 ← G(str). Finally, C tosses a coin b R←{0, 1} with
uniform distribution and sends strb to A. The challenge for A is to distinguish
the two cases, i.e., guess whether strb was generated with the PRSG (b = 0)
or the uniform distribution (b = 1). A wins if the guess b′ is equal to b. The
advantage of A is defined as:

Adv (λ) := |Pr [b′ = 0|b = 0]− Pr [b′ = 0|b = 1]| , (7)

where the randomness is taken over all coin tosses of C and A.
(ii) The goal of adversary A attacking the pseudo-randomness of the Chameleon
scheme’s key stream is to distinguish n instances of X (s) from a truly random
key stream. A is limited to a probabilistic Turing machine whose running time
is polynomially bounded in the length of its input (and thus also in the security
parameter λ′, as this input is given in unary representation). A successful break
is defined as follows: The challenger C generates a stream of n random keys:
K1 := (k1,1, . . . , k1,n) such that k1,j

R←K for all j ∈ {1, . . . ,n}. Next, C gener-
ates a random seed str R←{0, 1}λ and a strongly converging master table MT .
Then C applies the PRSG to str in order to obtain a pseudo-random sequence
of length len(λ) ≥ n · s · l , which is interpreted as a sequence of n · s addresses
in the master table. Subsequently, C adds for each content coefficient mj the
corresponding s master table entries modulo Z to obtain the other key stream
candidate: K0 := (k0,1, . . . , k0,n) such that k0,j ←

∑s
k=1 mtβj ,k

mod Z . Finally, C
tosses a coin b R←{0, 1} with uniform distribution and sends key stream candidate
Kb to A. The challenge for A is to distinguish the two cases, i.e., guess whether
Kb was generated with the Chameleon scheme (b = 0) or the uniform distribu-
tion (b = 1). A wins if the guess b′ is equal to b. The advantage is analogous
to (7).

After definition of the attack games, we give the full proof of Theorem 3:

Proof. The proof is by contradiction. Assuming that the advantage of an adver-
sary A against the pseudo-randomness of the Chameleon scheme’s key stream is
not negligible, we construct a distinguisher A′ for the PRSG itself, contradicting
the assumptions on the PRSG from Definition 2. We show the individual steps
of constructing A′ in Fig. 2.

1. The challenger C generates a random seed str R←{0, 1}λ and a random string
str1

R←{0, 1}len(λ) with uniform distribution. C then applies the PRSG to str :
str0 ← G(str). Finally, C tosses a coin b R←{0, 1} with uniform distribution.

2. C sends strb to A′. A′ needs to guess b.
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Challenger C Adversary A′ Adversary A

1)

−
2)

−−−−−−−→
3)

−
4)

−−−−−−−→
5)

←−
6)

−−−−−−−
7)

←−
8)

−−−−−−−

Fig. 2. Construction of adversary A′ based on adversary A

3. A′ generates a strongly converging master table MT . Then A′ takes the
string strb of length len(λ) ≥ n · s · l and interprets it as a sequence of
n · s addresses in the master table according to (3). Subsequently, A′ adds
for each content coefficient mj the corresponding s master table entries
modulo Z to obtain a key stream Kb := (kb,1, . . . , kb,n) such that kb,j ←∑s

k=1 mtβj ,k
mod Z .

4. A′ sends the key stream Kb to A as a challenge.
5. A calculates the guess b′, where b′ = 0 represents the random case, i.e.,
A guesses that Kb is a truly random key stream, and b′ = 1 represents
the pseudo-random case, i.e., A guesses that Kb was generated with the
Chameleon scheme.

6. A sends the guess b′ to A′.
7. A′ copies A’s guess.
8. A′ sends b′ to C as a guess for b.

To finish the proof, we need to show that if the advantage of A against the
pseudo-randomness of the Chameleon key stream is not negligible, then the
advantage of A′ against the PRSG is not negligible. We prove this by bounding
the probability differences in the real attack scenario, whereA is given input by a
correct challenger, and the simulated attack, where A is given slightly incorrect
input by A′. The contradictive assumption is that A’s advantage against the
Chameleon encryption scheme is not negligible in the real attack:

∣
∣Prreal [b′ = 0|b = 0]− Prreal [b′ = 0|b = 1]

∣
∣ ≥ εCE(λ′) ,

where Prreal [ ] denotes probabilities in the real attack between a Chameleon
challenger and a Chameleon adversary A and εCE(λ′) is A’s advantage, which is
not negligible. The randomness is taken over all coin tosses of C and A.
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Next, we summarize the input to A in the real attack and the simulated
attack. In the real attack, A obtains either the key stream output K0 of the
Chameleon scheme on a truly random seed str (b = 0), or a truly random key
stream K1 (b = 1). Specifically, the key stream element k0,j of K0 is equal to
k0,j =

∑s
k=1 mtβj ,k

mod Z , where the truly random seed str determines the
addresses of the master table entries mt j via the PRSG according to (3).

In the simulated attack, A′ does not apply the PRSG and instead uses the
challenge strb as a shortcut. A obtains either the key stream output K0 of the
Chameleon scheme executed on a pseudo-random string str0, derived from a
truly random seed str (b = 0), or the key stream output K1 of the Chameleon
scheme executed on a truly random string str1 (b = 1). The key stream outputs
K0 and K1 in the simulated attack thus only differ by the fact that K0 comes
from a pseudo-random string and K1 from a truly random string.

There is no difference between real and simulated attack for b = 0. The key
stream outputs K real

0 and K sim
0 both come from a PRSG executed on a truly

random seed str , leading to the following relation:
∣
∣Prreal [b′ = 0|b = 0]− Prsim [b′ = 0|b = 0]

∣
∣ = 0 ,

where the randomness is taken over all coin tosses of C and A in the real attack
and those of C, A′ and A in the simulated attack.

For b = 1 and a real attack, A obtains a truly random key stream K real
1 . In

the simulated attack, A′ operates on a truly random string str1 that determines
n · s addresses according to (3). As str1 is truly random, the n · s addresses are
also truly random with independent uniform distribution. Combined with the
assumptions of the theorem, this implies that each pair of key stream elements in
real and simulated attack has a negligible statistical difference. Negligible statis-
tical difference implies polynomial-time indistinguishability [24, Section 3.2.2].
Let εdiff(λ′) be the corresponding negligible bound on the advantage of a dis-
tinguisher, which applies for one key stream element. Then the difference be-
tween both attacks for all n key stream elements has a negligible upper bound
n · εdiff(λ′):

∣
∣Prreal [b′ = 0|b = 1]− Prsim [b′ = 0|b = 1]

∣
∣ ≤ n · εdiff(λ′) ,

where the randomness is taken over all coin tosses of C and A in the real attack
and those of C, A′ and A in the simulated attack.

The last three inequalities lead to a lower bound for the success probability
of A in the simulated attack, which is also the success probability of A′ in the
attack against the PRSG:

∣
∣Prsim [b′ = 0|b = 0]− Prsim [b′ = 0|b = 1]

∣
∣ ≥ εCE(λ′)− n · εdiff(λ′)

As εCE(λ′) is not negligible by the contradictive assumption, εdiff(λ′) is negligible
by the negligible statistical difference and n is a constant, we conclude that the
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success probability of A′ against the PRSG is not negligible, completing the
contradiction and the proof.

5 Implementation

The master table MT obviously becomes strongly converging for sufficiently
large L. Our simulation shows that L = 4Z gives high assurance of strong
convergence. However, lower values still lead to weak convergence in the sense
that it is not proven by our upper bound, but can easily be verified numerically.
As discussed in Section 4.2 we need to choose the number s of draws from MT in
accordance with L. The upper bound in Theorem 6 is too conservative to choose
s in practice. Our simulation shows that the statistical difference SQ (s) not only
decreases with factor d ≈ 2SQ (1) < 1, but with an even smaller factor. This is
due to the fact that some of the combinations e(i)

j e(k−j) mod Z on the left-hand
side of the inequality in the proof of Lemma 6 cancel out. In Appendix F we
therefore give an explicit formula for calculation of the exact statistical difference
after s draws from MT . The center can thus generate MT with arbitrary length
L, numerically verify convergence and determine the minimum number of draws
smin that provides the desired statistical difference.

The content representation can be extended to cover movies and songs by in-
terpreting them as a sequence of content items. A straightforward approach is to
regularly refresh the session key. While further refinements are possible, aiming
to prevent sequence-specific attacks such as averaging across movie frames, they
are beyond the scope of this document. However, it remains to define how the
insignificant part of the content should be processed (see Section 3.2). There are
three obvious options: sending it in the clear, passing it through our scheme or
encrypting it separately. Note that by its very definition, this part does not give
significant information about the content and was not watermarked because the
coefficients do not have perceptible influence on the reassembled content. The
easiest option is thus to pass them through the proposed scheme, which does
not influence goodness and maintains confidentiality of the content.

At first sight our proposed scheme trivially fulfills the correctness require-
ment (see Definition 4) due to the correctness of the SSW scheme. However,
both schemes face difficulties in the rare event that a content coefficient is at the
lower or upper end of the interval [0, z ], which corresponds with plaintext sym-
bols close to 0 or Z − 1. If the additive fingerprint coefficient causes a trespass
of lower or upper bound, the SSW scheme needs to decrease the coefficient’s
amplitude and round to the corresponding bound. Similarly, our scheme must
avoid a wrap-around in the additive group, e.g., when plaintext symbol Z − 2
obtains a coefficient of +3 and ends up at 1 after decryption. There are many op-
tions with different security trade-offs, such as sending a flag or even sending the
coefficient in cleartext; the appropriate choice depends on further requirements
of the implementation. Note that the center trivially anticipates the occurrence
of a wrap-around from inspecting the content coefficients.
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5.1 Efficiency

Three performance parameters determine whether the proposed scheme is effi-
cient and implementable: transmission overhead, storage size of a receiver, and
computation cost. We stress that our scheme enables a tradeoff between stor-
age size and computation cost. Increasing the size L of the master table (and
thus the storage size) decreases the necessary number s of draws (and thus the
computation cost), as can be seen from Lemma 6 and Definition 8, where SQ (1)

and thus d decreases with L. This feature allows us to adapt the scheme to the
particular constraints of the receiver, in particular to decrease s .

The transmission overhead of the Chameleon scheme is 0 if the master table
and receiver tables are not renewed on a regular basis. In this scenario, the
Chameleon scheme’s transmission overhead is 0 because ciphertext and cleartext
use the same symbol space and thus have the same length; the transmission
overhead of fingercasting is thus determined by that of the broadcast encryption
scheme, which is moderate [5,6,7,8].8

For the storage size, we highlight the parameters of a computation-intensive
implementation. Let the content be an image with n = 10, 000 significant co-
efficients of 16 bit length, such that Z = 216. By testing several lengths L of
the master table MT , we found a statistical quality of SQ (1) = d/2 < 1/8 for
L = 8 · Z = 8 · 216 = 219 = 2l . A receiver table thus has 219 · 16 = 223 bit or 220

Byte = 210 kByte = 1 MByte, which seems acceptable in practice.
The computation cost depends mostly on the number s of draws from the

master table. To achieve a small statistical difference SQ (s), e.g., below 2−128,
we choose s = 64 and therefore SQ (s) < 1/2 · d s = 2−1 · 2−2·64 = 2−129 by
the conservative upper bound of Lemma 6. Compared to a conventional stream
cipher that encrypts n ·log2 Z bits, a receiver has to generate n ·s ·l pseudo-random
bits, which is an overhead of (s · l)/ log2 Z = 76. To generate the pseudo-random
key stream, the receiver has to perform n ·s table lookups and n ·(s +1) modular
operations in a group of size 216.

In further tests, we also found a more storage-intensive implementation with
L = 225 and s = 25, which leads to 64 MBytes of storage and an overhead of
(s · l)/ log2 Z ≈ 39. By calculating the exact statistical difference of Appendix F
instead of the conservative upper bound of Lemma 6, s decreases further, but
we are currently unaware of any direct formula to calculate s based on a master
table length L and a desired statistical difference SQ (s) (or vice versa).

If the security requirements of an implementation require a regular renewal
of the master table and the subsequent redistribution of the receiver tables,
then the transmission overhead obviously increases. For each redistribution, the
total key material to be transmitted has the size of the master table times the
number of receivers. As mentioned before, a redistribution channel then becomes
necessary if the broadcast channel does not have enough spare bandwidth.

8 For example, this overhead is far smaller than that of the trivial solution, which
consists of sequentially sending an individually fingerprinted copy of the content
individually encrypted over the broadcast channel.
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6 Conclusion and Open Problems

In this document we gave a formal proof of the security of a new Chameleon
cipher. Applied to a generic fingercasting approach, it provides confidential-
ity of ciphertext, traceability of content and keys as well as renewability. We
achieved confidentiality through a combination of a generic broadcast encryp-
tion (BE) scheme and the new Chameleon cipher. The BE scheme provides a
fresh session key, which the Chameleon scheme uses to generate a pseudo-random
key stream. The pseudo-random key stream arises from adding key symbols at
pseudo-random addresses in a long master table, initially filled with random key
symbols. We have reduced the security of the pseudo-random key stream to that
of a pseudo-random sequence generator.

In addition, we achieved traceability of keys and content through embedding
of a receiver-specific fingerprint into the master table copies, which are given
to the receivers. During decryption, these fingerprints are inevitably embedded
into the content, enabling the tracing of malicious users. We achieve the same
collusion resistance as an exemplary watermarking scheme with proven security
bound. It may be replaced with any fingerprinting scheme whose watermarks
can be decomposed into additive components. Finally, we achieved renewability
through revocation, which is performed in the BE scheme.

Two open problems are the most promising for future work. First of all, the
detection algorithm should be extended in order to allow blind detection of a
watermark even in the absence of the original content. Another open problem
is to combine Chameleon encryption with a code-based fingerprinting scheme in
the sense of Boneh and Shaw [29]. The master table in Chameleon would need
to embed components of codewords in such a way that a codeword is embedded
into the content.
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A Abbreviations

Table 1 summarizes all abbreviations used in this document.

Table 1. Abbreviations used in this document

Abbreviation Abbreviated Technical Term

AACS Advanced Access Content System

AES Advanced Encryption Standard

BE Broadcast Encryption

CPPM Content Protection for Pre-Recorded Media

CRL Certificate Revocation List

CSS Content Scrambling System

DCT Discrete Cosine Transform

DES Data Encryption Standard

DVD Digital Versatile Disc

FE Fingerprint Embedding

PRS Pseudo-Random Sequence

PRSG Pseudo-Random Sequence Generator

SSW Spread Spectrum Watermarking

TV Television

B Summary of Relevant Parameters

Table 2 summarizes all parameters of our fingercasting approach and the under-
lying fingerprinting scheme, which we instantiate with the SSW scheme of [15].

http://csrc.nist.gov/publications/fips/fips197/fips-197.pdf
http://csrc.nist.gov/publications/fips/fips197/fips-197.pdf
http://csrc.nist.gov/publications/fips/fips46-3/fips46-3.pdf
http://csrc.nist.gov/publications/fips/fips46-3/fips46-3.pdf
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Table 2. Parameters of the proposed fingercasting scheme and the SSW scheme

Parameter Description

N Number of receivers

ui i-th receiver

q Maximum tolerable number of colluding receivers

M Representation of the original content

mj j -th coefficient of content M

n Number of coefficients (Chameleon scheme)

n ′ Number of coefficients (fingerprinting scheme)

CF (i) Content fingerprint of receiver ui

cf (i)
j Coefficient j of ui ’s content fingerprint CF (i)

M ∗ Illegal copy of the original content

CF ∗ Fingerprint found in an illegal copy M ∗

C Ciphertext of the original content M

cj j -th coefficient of ciphertext C

k sess Session key used as a seed for the PRSG

MT Master table of the Chameleon scheme

α Address of a table entry

mtα α-th entry of the master table MT

TF (i) Table fingerprint for receiver table of receiver ui

tf (i)
α h-th coefficient of ui ’s table fingerprint TF (i)

RT (i) Receiver table of receiver ui

rt (i)
α α-th entry of the receiver table RT (i)

l Number of bits needed for the binary address of a table entry

L Number of entries of the tables, L = 2l

F Number of fingerprinted entries of a receiver table

s Number of master table entries per ciphertext coefficient

parCE Input parameters (Chameleon scheme)

parFP Input parameters (fingerprinting scheme)

σ Standard deviation for receiver table

σ′ Standard deviation for SSW scheme

pbad Maximum probability of a bad copy

ppos Maximum probability of a false positive

pneg Maximum probability of a false negative

δ Goodness criterion (SSW scheme)

t Threshold of similarity measure (SSW scheme)

dec Decision output of detection algorithm

z Upper bound of interval [0, z ] (content coefficients)

Z Key space size and cardinality of discrete interval [0, z ]

ρ Scaling factor from real numbers to group elements

p Order of the additive group
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C Chameleon Encryption

Definition 9. A Chameleon encryption scheme is a tuple of five polynomial-
time algorithms CE := (KeyGenCE, KeyExtrCE, EncCE, DecCE, DetectCE), where:

– KeyGenCE is the probabilistic key generation algorithm used by the center
to set up all parameters of the scheme. KeyGenCE takes the number N of
receivers, a security parameter λ′, and a set of performance parameters parCE

as input in order to generate a secret master table MT, a tuple TF :=
(TF (1), . . . ,TF (N )) of secret table fingerprints containing one fingerprint per
receiver, and a threshold t. The values N and λ′ are public:

(MT ,TF , t)← KeyGenCE(N , 1λ′
, parCE)

– KeyExtrCE is the deterministic key extraction algorithm used by the center
to extract the secret receiver table RT (i) to be delivered to receiver ui in the
setup phase. KeyExtrCE takes the master table MT, the table fingerprints
TF , and the index i of receiver ui as input in order to return RT (i):

RT (i) ← KeyExtrCE(MT ,TF , i)

– EncCE is the deterministic encryption algorithm used by the center to encrypt
content M such that only receivers in possession of a receiver table and the
session key can recover it. EncCE takes the master table MT, a session key
k sess, and content M as input in order to return the ciphertext C :

C ← EncCE(MT , k sess,M )

– DecCE is the deterministic decryption algorithm used by a receiver ui to
decrypt a ciphertext C . DecCE takes the receiver table RT (i) of receiver ui ,
a session key k sess, and a ciphertext C as input. It returns a good copy M (i)

of the underlying content M if C is a valid encryption of M using k sess:

M (i) ← DecCE(RT (i), k sess,C )

– DetectCE is the deterministic fingerprint detection algorithm used by the
center to detect whether the table fingerprint TF (i) of receiver ui left traces
in an illegal copy M ∗. DetectCE takes the original content M , the illegal copy
M ∗, the session key k sess, the table fingerprint TF (i) of ui , and the threshold
t as input in order to return dec = true if the similarity measure of the
underlying fingerprinting scheme indicates that the similarity between M ∗

and M (i) is above the threshold t. Otherwise it returns dec = false:

dec ← DetectCE(M ,M ∗, k sess,TF (i), t)

Correctness of CE requires that

∀ui ∈ U : DecCE(RT (i), k sess, EncCE(MT , k sess,M )) = M (i) such that
Good(M (i),M ) = true (see Definition 3) with high probability.
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D Fingerprinting and Spread Spectrum Watermarking

In this section, we detail our notation of a fingerprinting scheme by describing the
respective algorithms of Spread Spectrum Watermarking [14,15]. This scheme is
a tuple of three polynomial-time algorithms (SetupFP, EmbedFP, DetectFP). We
detail each of the three algorithms in Sections D.1–D.3.

D.1 Setup Algorithm

SetupFP is the probabilistic setup algorithm used by the center to set up all
parameters of the scheme. SetupFP takes the number N of receivers, the number
n ′ of content coefficients, a goodness criterion δ, a maximum probability pbad of
bad copies, and a maximum probability ppos of false positives as input in order
to return a tuple of secret content fingerprints CF , containing one fingerprint
per receiver, as well as a similarity threshold t . The values N and n ′ are public:

(CF , t)← SetupFP(N ,n ′, δ, pbad, ppos)

The algorithm of [14,15] proceeds as follows. The set of content fingerprints CF is
defined as CF := (CF (1), . . . ,CF (N )). The content fingerprint CF (i) of receiver
ui is a vector CF (i) := (cf (i)

1 , . . . , cf (i)
n′ ) of n ′ fingerprint coefficients. For each

receiver index i ∈ {1, . . . ,N } and for each coefficient index j ∈ {1, . . . ,n ′}, the
fingerprint coefficient follows an independent normal distribution. The standard
deviation of this distribution depends on the values N , n ′, δ, and pbad:

∀ 1 ≤ i ≤ N , ∀ 1 ≤ j ≤ n ′ : cf (i)
j ← N(0, σ′) with σ′ = fσ′ (N ,n ′, δ, pbad)

The similarity threshold t is a function t = ft (σ′,N , ppos) of σ′, N , and ppos.
The details of fσ′ and ft can be found in [15].

D.2 Watermark Embedding Algorithm

EmbedFP is the deterministic watermark embedding algorithm used by the cen-
ter to embed the content fingerprint CF (i) of receiver ui into the original content
M . EmbedFP takes the original content M and the secret content fingerprint
CF (i) of receiver ui as input in order to return the fingerprinted copy M (i) of ui :

M (i) ← EmbedFP(M ,CF (i))

The algorithm of [14,15] adds the fingerprint coefficient to the original content
coefficient to obtain the fingerprinted content coefficient:

∀j ∈ {1, . . . ,n ′} : m(i)
j ← mj + cf (i)

j

D.3 Watermark Detection Algorithm

DetectFP is the deterministic watermark detection algorithm used by the center
to verify whether an illegal content copy M ∗ contains traces of the content
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fingerprint CF (i) that was embedded into the content copy M (i) of receiver
ui . DetectFP takes the original content M , the illegal copy M ∗, the content
fingerprint CF (i), and the similarity threshold t as input and returns the decision
dec ∈ {true, false}:

dec ← DetectFP(M ,M ∗,CF (i), t)

The algorithm of [14,15] calculates the similarity measure between the fingerprint
in the illegal copy and the fingerprint of the suspect receiver. The similarity
measure is defined as the dot product between the two fingerprints, divided by
the Euclidean norm of the fingerprint in the illegal copy:

CF ∗ ← M ∗ −M

Sim(CF ∗,CF (i))← CF ∗ · CF (i)

||CF ∗||
If Sim(CF ∗,CF (i)) > t

Then Return dec = true

Else Return dec = false

E Broadcast Encryption

In this section we describe a general BE scheme that allows revocation of an
arbitrary subset of the set of receivers. Examples for such BE schemes are [6,7,8].
As these schemes all belong to the family of subset cover schemes defined in [6],
we use this name to refer to them:

Definition 10. A Subset Cover BE (SCBE) scheme is a tuple of four
polynomial-time algorithms (KeyGenBE, KeyExtrBE, EncBE, DecBE), where:

– KeyGenBE is the probabilistic key generation algorithm used by the center
to set up all parameters of the scheme. KeyGenBE takes the number N of
receivers and a security parameter λ′′ as input in order to generate the secret
master key MK. The values N and λ′′ are public:

MK ← KeyGenBE(N , 1λ′′
)

– KeyExtrBE is the deterministic key extraction algorithm used by the center
to extract the secret key SK (i) to be delivered to a receiver ui in the setup
phase. KeyExtrBE takes the master key MK and the receiver index i as input
in order to return the secret key SK (i) of ui :

SK (i) ← KeyExtrBE(MK , i)

– EncBE is the deterministic encryption algorithm used to encrypt session key
k sess in such a way that only the non-revoked receivers can recover it. EncBE
takes the master key MK , the set R of revoked receivers, and session key
k sess as input in order to return the ciphertext CBE:

CBE ← EncBE(MK ,R, k sess)
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– DecBE is the deterministic decryption algorithm used by a receiver ui to
decrypt a ciphertext CBE. DecBE takes the index i of ui , its private key
SK (i), and a ciphertext CBE as input in order to return the session key k sess

if CBE is a valid encryption of k sess and ui is non-revoked, i.e., ui /∈ R.
Otherwise, it returns the failure symbol ⊥:

k sess ← DecBE(i ,SK (i),CBE) if ui /∈ R
Correctness of a SCBE scheme requires that

∀ui ∈ U \ R : DecBE(i ,SK (i), EncBE(MK ,R, k sess)) = k sess .

F Selection of the Minimum Number of Draws

The center can calculate the statistical difference after s draws if it knows the
corresponding probability distribution. The next lemma gives an explicit formula
for this probability distribution. To determine the minimum number of draws
to achieve a maximum statistical difference, e.g., 2−128, the center increases s
until the statistical difference is below the desired maximum. Note that this only
needs to be done once at setup time of the system when s is chosen.

Lemma 7. If the draws use addresses with independent uniform distribution
and the master table MT is given in the representation of Lemma 5, then the
drawing and adding of s master table entries leads to the random variable

X (s) :=

(
s∑

j=1

Xj

)

mod Z with

Pr [X (s) = x ] =
∑

condition

(
s

s0, . . . , sZ−1

) Z−1∏

k=0

pk
sk

where condition ⇔ (8) ∧ (9) ∧ (10) :
sk ≥ 0 ∀ k ∈ {0, 1, . . . ,Z − 1} (8)

Z−1∑

k=0

sk = s (9)

(
Z−1∑

k=0

sk · xk ) mod Z = x , (10)

where sk denotes the number of times that key space element xk was chosen in
the s selections and

(
s

s0,...,sZ−1

)
:= s!

s0!·...·sZ−1!
denotes the multinomial coefficient.

Proof. Each of the s selections is a random variable Xj with Pr [Xj = xk ] = pk .
The independence of the random addresses transfers to the independence of the
Xj . The probability of a complete set of s selections is thus a product of s
probabilities of the form

∏s
1 p with appropriate indices. The counter sk stores
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the number of times that probability pk appears in this term. This counter is
non-negative, implying( 8). In total, there are s selections, implying (9).

To fulfill the condition X (s) = x , the addition modulo Z of the s random
variables must have the result x . Given the counters sk , the result of the addition
is (

∑Z−1
k=0 sk · xk ) mod Z . The combination of both statements implies (10).

There is more than one possibility for selecting sk times the key symbol xk

during the s selections. Considering all such key symbols in s selections, the total
number of possibilities is the number of ways in which we can choose s0 times
the key symbol x0, then s1 times the key symbol x1, and so forth until we reach
a total of s selections. This number is the multinomial coefficient

(
s

s0,...,sZ−1

)
.

Note that we can trivially verify that the probabilities of all key space elements
x in Lemma 7 add to 1. Among the three conditions (8), (9), and (10), the first
two conditions appear in the well-known multinomial theorem

(
Z−1∑

k=0

pk )s =
∑

s0,...,sZ−1≥0

s0+...+sZ−1=s

(
s

s0, . . . , sZ−1

) Z−1∏

k=0

pk
sk

By adding the probabilities over all elements, we obviously add over all addends
on the right-hand side of the multinomial theorem. As the left-hand side trivially
adds to 1, so do the probabilities over all key space elements.
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Abstract. In this paper we propose a simple signal processing procedure that
aims at removing low-frequency fingerprints embedded in video signals. Al-
though we construct an instance of the attack and show its efficacy using a specific
video fingerprinting algorithm, the generic form of the attack can be applied to an
arbitrary video marking scheme. The proposed attack uses two estimates: one of
the embedded fingerprint and another of the original content, to create the attack
vector. This vector is amplified and subtracted from the fingerprinted video se-
quence to create the attacked copy. The amplification factor is maximized under
the constraint of achieving a desired level of visual fidelity. In the conducted ex-
periments, the attack procedure on the average halved the expected detector cor-
relation compared to additive white gaussian noise. It also substantially increased
the probability of a false positive under attack for the addressed fingerprinting
algorithm.

Keywords: Video watermarking, fingerprinting, signal estimation.

1 Introduction

Content watermarking is a signal processing primitive where a secret noise signal w is
added to the original multimedia sequence x so that: (i) perceptually, the watermarked
content y = x + w is indistinguishable from the original and (ii) watermark detection
produces low error rates both in terms of false positives and negatives. An additional
requirement is that the watermark should be detected reliably in marked content even
after an arbitrary signal processing primitive f() is applied to y such that f(y) is a
perceptually acceptable copy of x. Function f() is constructed without the knowledge
of w.

Content fingerprinting is a specific application of content watermarking with an ob-
jective to produce many unique content copies. Each copy is associated with a particu-
lar system user. Thus, a discovered content copy that is illegally used, can be traced
to its associated user. Here, a distinct watermark wi (i.e., a fingerprint) is applied
to x to create a unique content copy yi. We will denote the set of all fingerprints
as W = {w1, . . . ,wM} published in Y = {y1, . . . ,yM}. The fingerprint detector
d(x, f(yi), W) should return the index of the user i associated with the content under
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test yi. Typically, this decision is associated with a confidence level which must be high.
In particular, one demands low probability of false positives:

Pr[d(x, f(yi), W) = j, j �= i] < εFP , (1)

where εFP is typically smaller than 10−9. In case a content copy ŷ which is not marked
with any of the fingerprints in W, is fed to the detector, it should report that no finger-
print is identified in ŷ: d(x, ŷ, W) = 0 with high confidence. Finally, the detector uses
the knowledge of the original x while making its decision. This feature substantially
improves the accuracy of the forensic detector compared to “blind” detectors [1] which
are prone to de-synchronization attacks [2].

Attacks against fingerprinting technologies can be divided into two classes: collusion
and fingerprint removal. A collusion attack considers an adversarial clique Q ⊂ Y

of a certain size K . The participating colluders compare their fingerprinted copies to
produce a new attack copy which does not include statistically important traces of any
of their fingerprints [3, 4]. Another objective that a collusion clique may have, is to
frame an innocent colluder. Collusion attacks have attracted great deal of attention from
the research community which has mainly focused on producing codes that result in
improved collusion resistance [5, 6, 7, 8, 9].

1.1 Fingerprint Estimation

In this paper we address the other class of attacks on multimedia forensic schemes: fin-
gerprint removal via estimation. Here, the adversary has the objective to estimate the
value of a given fingerprint wi based upon yi only and without the presence of d().
In essence, this attack aims at denoising yi from its fingerprint. In order to make de-
noising attacks harder, one may design fingerprints dependent upon x so that it is more
difficult to estimate them accurately. The effects of this class of attacks are orthogonal
to collusion. An adversarial clique may deploy both types of attacks to achieve its goal:
Estimation, to reduce the presence of individual fingerprints in their respective copies,
and collusion, to perform the removal of the remaining fingerprint traces by creating a
final attack copy.

For example, a forensic application that uses spread-spectrum fingerprints wi ∈
{±1}N , where N is sequence length, detects them using a correlation based detec-
tor c(x,a,wi) = N−1(a − x) · wi, where a is the content under test and operator ‘·’
denotes an inner product of two vectors [1]. Content a is a result of forensic multimedia
registration exemplified in [4]. In case a is marked with wi, we model a = x+wi +n,
where n is a low magnitude gaussian noise. Under the assumption that E[n ·wi] = 0,
we have E[c(x,a,wi)] = 1 and E[c(x,a,wi)] = 0 in case when a is and is not marked
with wi respectively. Fingerprint detection is performed using a Neyman-Pearson test
c(x,a,wi) ≶ T , where the detection threshold T establishes the error probabilities for
false positives and negatives. As an example, the adversarial clique Q may use esti-
mation and collusion via averaging to produce a “clean” copy of the content. Content
averaging by a collusion of K users produces a copy z = K−1

∑K
i=1 yi such that

E[c(x, z,wi ∈ Q)] = K−1. If we denote the efficacy of fingerprint estimation using
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E[c(x, ei,wi)] = 1
α , where ei is the attack vector computed via estimation from yi,

then E[c(x, K−1
∑K

i=1(yi − ei),wi)] = (αK)−1. Thus, in the asymptotic case, the
estimation attack improves the overall effort by the colluders for a scaling factor α.
Knowing that collusion resistance of the best fingerprinting codes for 2 hour video se-
quences is on the order of K ∼ 102 [7,10], we conclude that estimation is an important
component of the overall attack.

Finally, it appears that estimating fingerprints is no different from estimating arbi-
trary watermarks. However, there exists a strong difference in the way how watermarks
for content screening [11] and fingerprinting [4] are designed. The replication that is
necessary for watermarks tailored to content screening1, makes their estimation sub-
stantially easier [11]. On the other hand, fingerprints can be designed with almost no
redundancy which makes their estimation substantially more difficult. At last, during
fingerprint detection, the forensic tool has access to the original which greatly improves
the detection rates.

2 Related Work

The idea of watermark removal via estimation is not new. To the best of our knowledge,
all developed schemes for the estimation attack have targeted “blindly” detected water-
marks. For example, Langelaar et al. used a 3 × 3 median and 3 × 3 high pass filters
to successfully launch an estimation attack on a spread spectrum image watermark-
ing scheme [12]. Su and Girod used a Wiener filter to estimate arbitrary watermarks;
they constructively expanded their attack to provide a power-spectrum condition re-
quired for a watermark to resist minimum mean-squared error estimation [13]. Next,
Voloshynovskiy et al. achieved partial watermark removal using a filter based on the
Maximum a Posteriori (MAP) principle [14]. Finally, Kirovski et al. investigated the
security of a direct-sequence spread-spectrum watermarking scheme for audio by sta-
tistically analyzing the effect of the estimation attack on their redundant watermark
codes [11]. They used the estimation attack of the form:

e = sign

⎡

⎣
∑

j∈J

(xj + w)

⎤

⎦ , (2)

where J is a region in the source signal x marked with the same watermark chip w. This
attack can be optimal under a set of assumptions about the watermark and the source
signal [11].

In this paper, we propose a simple but novel joint source-fingerprint estimator which
performs particularly well on low-frequency watermarks. We also show an interesting
anomaly specific to watermarking schemes that construct watermarks dependent upon
the source: by applying an attack vector dependent upon the source such as vectors
produced by our estimation attack, the probability of false positives may substantially
increase in the system compared to additive white gaussian noise of similar magnitude.
If discovered and unresolved, this issue renders a forensic technology inapplicable.

1 To resist de-synchronization attacks.
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3 A Video Fingerprinting Scheme

In order to present our estimation attack, we use an existing well-engineered video
fingerprinting scheme. The scheme is based upon the image watermarking approach
presented in [15] and adjusted and improved to video fingerprinting by Harmanci et al.
[16, 17, 18]. Their video fingerprinting scheme marks the content by designing a
complexity-adaptive watermark signal via solving an optimization problem. The mark-
ing process is performed in several steps. First, each frame of the video sequence is
transformed into the DWT(Discrete Wavelet Transform) domain. Since watermarks are
applied only to the DC sub-bands (the lowest frequency sub-bands), the algorithm packs
these coefficients into a 3D prism x(a, b, t), where the third dimension t represents the
frame index (i.e., time). Based upon a unique user key, the fingerprint embedding al-
gorithm selects pseudo-randomly, in terms of positions and sizes, a collection of sub-
prisms P = {p1, . . . ,pn} ⊂ x that may overlap. Prisms’ dimensions are upper and
lower bounded (e.g., from 12 × 16 × 20 to 36 × 48 × 60). Then, the coefficients in
each prism pj ∈ P are weighted using a smooth weighting prism uj . The weight-
ing prisms are generated pseudo-randomly using a user-specific secret key. Finally, the
algorithm computes first order statistics for each g(pj · uj) (e.g., g() computes the
mean of its argument) and quantizes them using a private quantizer q(g(pj · uj), bit),
where bit represents the embedded user-specific data. The desired watermark strength
is achieved by adjusting the quantization step size during the embedding. The content
update Δj = q(g(pj ·uj), bit)−g(pj ·uj) is spread among the pixels of the containing
prism using an optimization primitive.

To get a better visual quality, Harmanci et al. generate a “complexity map” c using
the spatial and temporal information of each component, which is then employed in
solving the underlying optimization problem to regularize the watermark. Specifically,
the spatial complexity cs(a, b, t) for a given component in the DWT-DC sub-band is
determined by estimating the variance of the coefficients in a v = M ×M 2D win-
dow centered at (a, b, t). Typically, M = 5. The decision relies on the i.i.d. assumption
for the coefficients. Using the Gaussian entropy formula cs = 1

2 log 2πeσ2(v), where
σ2() denotes argument variance, the algorithm estimates the spatial entropy rate of that
component and uses it as a measure of spatial complexity. To determine the tempo-
ral complexity ct, the scheme performs first order auto-regression (AR) analysis with
window length L among the corresponding components along the optical flow [19].
The temporal complexity is obtained by applying the Gaussian entropy formula on the
distribution of the innovation process of the AR1 model. Then, ct and cs are linearly
combined to compute c. By employing the “complexity map,” the resulting watermark
is locally adapted to the statistical complexity of the signal. While aimed at improv-
ing the perceptual quality of the resulting sequence, the complexity map significantly
reduces the exploration space for watermark estimation.

Based upon the complexity map, the watermark embedding procedure computes the
optimal update values for each DWT-DC coefficient that realizes the desired Δj for
each selected prism pj . Finally, the scheme applies a low-pass filter both spatially and
temporally on the watermark signal to further improve watermark’s imperceptibility.

Figure 1 shows an example watermark extracted from a single frame of our test video
sequence as well as the frequency spectrum analysis of the watermark. One can notice
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Fig. 1. Fingerprint example: (a) original frame
from the benchmark video clip, (b) resulting fin-
gerprint constructed as a marking of this frame –
the fingerprint is in the pixel domain, scaled by
a factor 10 and shift to a mean of 128, and (c)
watermark amplitude in the DFT domain

Fig. 2. Demonstration of perceptual quality:
the first frame of the (a) attacked video with
α = 1.5, (b) attacked video with α = 1, and
(c) original video

that the effective watermark is highly smoothed and that most of the watermark energy
is located in the low-frequency band. This conclusion is important for the application
of the estimation attack.
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Given a received video signal z, the detector first employs the information of the
original video signal to undo the operations such as histogram equalization, rotation,
de-synchronization, etc. Next, using a suspect user key, the detector extracts the fea-
ture vector in the same way as the embedding process. It employs a correlation based
detection to identify the existence of a watermark as follows:

γ =
(gz − g) · (ĝ− g)
||ĝ− g||2 ≶ T, (3)

where gz = {g(p̄j · uj), j = 1 . . . n}, ĝ = {q(g(pj · uj)), j = 1 . . . n}, and g =
{g(pj · uj), j = 1 . . . n}, and p̄j represents a prism extracted from z at a position that
corresponds to the position of pj within x. If γ is greater than a certain threshold T ,
the detector concludes that z is marked with the fingerprint generated using the suspect
user key; otherwise, no fingerprint is detected.

4 Joint Source-Fingerprint Estimation

In this paper, we propose a simple attack with an objective to perform joint source-
fingerprint estimation. Based upon the observation that the targeted fingerprints are
mainly located in the low-frequency band, we propose a dual-filter attack that is rel-
atively computationally inexpensive and efficient.

The estimation attack is performed in the DWT-DC domain where the fingerprints
are embedded. For each coefficient x(a, b, t) in this domain, we choose three prisms
k1, k2 and k3, all centered at x(a, b, t). The outer and largest of the prisms, k1, en-
compasses the next smaller one, k2 ⊂ k1. Prism k3 is smaller than k1. We average
the coefficients inside two 3D regions: inside k3 and inside k1 − k2. Since both the
smoothing and weighting functions are built to maintain in most cases the same sign
for the fingerprint over a certain small region in x, we use:

e3 =
1
|k3|

∑

p∈k3

[x(p) + w(p)] (4)

as the estimate of x̄ + w(a, b, t) where x̄ denotes the mean of the underlying source.
As the targeted fingerprint is a low-frequency signal, we assume that sign(w(p)) is
mostly univocal for p ∈ k3, thus, sign(|k3|−1

∑
p∈k3

w(p)) represents a good estimate
of sign(w(a, b, t)). Next, we use:

e12 =
1

|k1 − k2|
∑

p∈k1−k2

[x(p) + w(p)] (5)

to obtain an alternate estimate of x̄ only. The reasoning is that the fingerprint spread in
the region k1 − k2, has a variable sign and that it would average itself out in e12. To
achieve this goal, the size of k1 − k2 should be large enough. Also, the size of k3 is
chosen to be relatively small to capture the sign of w(a, b, t) and to get a stable x̄ inside
k3. Usually, we choose the size of k3 to be (6,8,10) to (10,12,14); k1 has size about 4
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Fig. 3. Diagram of the estimation attack

times as large as k3; and k2 is comparable to k3 or even smaller. Finally, we construct
the attack as:

z = x + wi − αc · (e3 − e12), (6)

where α is an amplification factor that can be tuned up as long as z is acceptably per-
ceptually similar to x + wi. In addition, we use a complexity map c derived prior to
the attack to improve the perceptual effect of the attack and thus, maximize α. The
procedure for computing the complexity map is described in Section 3. Since most of
the watermark is concentrated in the low frequency band, we employ low-pass filter on
the watermarked video signal before and after the estimation attack described in Eqn.6.
The diagram of the final attack process is illustrated in Figure 3.

5 Experimental Results

In this section, we demonstrate the effectiveness of the proposed estimation attack. In
the experiments we choose the “Rodeo Show” video sequence with frame size 640×480
as the host video sequence, and apply the video fingerprinting scheme of [17]. The
embedding parameters are chosen to obtain a solid trade-off between perceptual quality
and robustness. The deployed fingerprinting scheme is particularly efficient for video
sequences with significant “random” motion, thus, the used video sequence is selected
to exhibit the best in the marking scheme. We apply the estimation attack using a prism
k3 of size 7 × 9 × 11, a large prism k1 of size 25 × 33 × 81, and k2 = ∅. We chose
α ∈ {0.5, 1, 1.5} to adjust the attack strength for high, medium, and low perceptual
fidelity of the resulting video sequence respectively. Figure 2 illustrates the resulting
perceptual quality for the attacked signal for α ∈ {1, 1.5} using the first frame of the
benchmark video sequence.

We show the results of the estimation attack in Figures 4 and 5. First, we use 50
different keys to create and embed distinct fingerprints into the test video sequence,
resulting in 50 unique copies. Then, in each of these copies we perform fingerprint de-
tection using the corresponding key used during fingerprint embedding. Figures 4(a),
(b) and (c) represent the histogram of the detection statistic γ for α = {1.5, 1, 0.5}
respectively. The (mean, variance) for these three histograms are (a): (0.407, 0.214);
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Fig. 4. Histogram of γ under the estimation at-
tack for different α in the case of detecting us-
ing the same key as embedding: (a) α = 1.5,
(b) α = 1, (c) α = 0.5
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Fig. 5. Histogram of γ under the estimation at-
tack for different α in the case of detecting us-
ing a different key as embedding: (a) α = 1.5,
(b) α = 1, (c) α = 0.5

(b): (0.661, 0.095); (c): (0.866, 0.023). From the results, we can observe that due to the
estimation attack, the mean of γ significantly deviates from γ = 1 (the expected value
when there is no attack) and the deviation increases for large α. On the average, ap-
proximately 60% and 35% of the fingerprint correlation is removed after applying the
estimation attack with α = {1.5, 1} respectively. More importantly, the variance of the
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γ statistic becomes relatively large, e.g., the range of γ for α = 1.5 covers {−0.5, 1.3}.
Compared to additive white gaussian noise (AWGN) of the same magnitude as our es-
timation attack, which will be shown later, the fingerprint detector experiences a nearly
12-fold (from σ2(γ) = 0.0175 to 0.2136) and 19-fold (from σ2(γ) = 0.0050 to 0.0951)
increase in the variance of the detection statistic γ for α = {1.5, 1} respectively. We
use this observation to point to a significant anomaly of the particular fingerprinting
scheme [17].

According to [16, 17, 18], the examined fingerprinting scheme has been tested under
various attacks. It was reported that after the MCTF(Motion Compensated Temporal
Filtering) attack with various filter lengthes, the detection statistic γ ranges from 0.85
to 1. Thus the fingerprint can be detected with high probability. Other attacks such as ro-
tation by 2 degrees, cropping by 10%, and the MPEG2 compression at bit rate 500kpbs
result in the detection statistic γ around 1 and range within [0.6,1.4] [16, 17]. A gen-
eral estimation attack based on Wiener filtering similar to the one in [13] was proposed
and examined in [15], where the watermark can be detected without an error. Com-
pared with these non-content dependent attacks, the proposed attack is more effective
in removing the watermark.

In the second set of experiments, we examine the scenario when a fingerprint is cre-
ated and embedded using a key i and detected with a different key j. This test aims
at estimating the probability of a false positive under attack, a feature of crucial im-
portance for fingerprinting systems. A solid fingerprinting scheme must observe low
probability of false positives for both cases: when detection is done on x + wi as well
as f(x + wi). Function f() represents an arbitrary attack procedure that does not have
knowledge of the user keys. According to [16], the detection statistic γ with incorrect
detection key ranges within [-0.02,0.02]. However, from Figure 5, one can observe that
the proposed estimation attack increases the variance of γ so that non-trivial portion
of the keys results in γ as high as 0.8 or even 1. Compared to additive white gaussian
noise (AWGN) of the same magnitude as our estimation attack, the fingerprint detec-
tor experiences a nearly 14-fold (from σ(γ)2 = 0.0175 to 0.2418) and 20-fold (from
σ(γ)2 = 0.0050 to 0.1008) increase in the variance of the detection statistic γ for
α = {1.5, 1} respectively. Since the tail of the gaussian error function is proportional
to
√

N/σ(γ), in order to maintain the same level of false positives as in the case of
detecting a fingerprint on the attacked x + wi, the detector must consume 10 ∼ 20
times more samples to produce equivalent error rates. We were not able to understand
analytically the unexpected increase in false positives under the estimation attack –
however, we speculate that the dependency of watermarks with respect to the source
(content-dependent watermarking) has made them prone to attack vectors which are
also content-dependent.

To further demonstrate the effectiveness of the proposed estimation attack, we ap-
ply the AWGN attack with the same energy as introduced by the estimation attacks.
We choose α = 1.5 as an example. In Figure 6(a) and (b), we show the histogram
of γ for the case of “same-key” and “different-key” detection, respectively. The in-
crease of the variance is far less significant than that incurred by the estimation attack.
Figure 6(c) shows the visual quality of the AWGN-attacked frame, from which we can
see that the distortion introduced by AWGN is more noticeable than that introduced



44 S. He and D. Kirovski

0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
0

2

4

6

8

10

12

14
Histogram of gamma w/ DWT domain AWGN

gamma

fre
qu

en
cy

(a)

−0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4
0

5

10

15

20

25
Histogram of gamma w/ DWT domain AWGN α = 1.5

(b)

(c)
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embedding; (c) frame after the AWGN attack
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Fig. 7. Detection statistic γ with respect to var-
ious keys for attacked signal ẑ and attacked
original signal x̂: (a) α = 0.5; (b) α = 1; (c)
α = 1.5

by the estimation attack. Comparison of the probability of error and visual quality be-
tween the estimation and AWGN attacks, demonstrates that the proposed attack success-
fully captures the content-based watermark and is a far-stronger attack than the “blind”
AWGN attack.
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6 Discussions and Countermeasure

As can be seen from the experimental results, the power of the proposed attack lies
in the introduced high probability of false positive Pfp. To better understand this ef-
fect, we also examine the detection performance after applying the estimation attack di-
rectly onto original signal x and detecting it with various keys. The results are shown in
Figure 7 along with the detection of the attacked signal ẑ = f(x+wi) using correspond-
ing key i. The estimation strength α for Figure 7(a) (b) and (c) are chosen to be 1.5, 1
and 0.5 respectively. The results clearly show that the high false positive probability in
detection comes from the fact that the attacked original signal x̂ is highly correlated with
the fingerprints generated from many keys. The underlying reason is that the estimation
process on the original signal estimates the low frequency information from the x. On
the other hand, each fingerprint is built to be content related and has gone through an
intensive low-pass filtering process in the addressed video fingerprinting scheme [17].
As a result, the fingerprint mainly contains the low frequency information of x and thus
highly correlated with the x̂, which leads to a large value of false positive probability
Pfp.

Now considering from the embedder’s perspective, we try to find ways to combat this
estimation attack. From Figure 7 we see that the detection statistic γ is key-dependent,
i.e. for some keys, the γ for the attacked original signal x̂ is high, while for others the
γ is low. Since the embedder has the freedom to choose secret keys for embedding, he
can leverage on this freedom to deploy a countermeasure by using only the key set that
results in low Pfp. Specifically, the embedder can first examine a large set of keys and
then choose those keys that have high γ on ẑ while have low γ on x̂. The embedder can
define two thresholds h1 and h2, according to the desired Pfn and Pfp respectively,
to help the sifting process as shown in Figure 7(b). The keys whose γ on ẑ is higher
than h1 and γ on x̂ is lower than h2 are eligible for embedding. Other keys may result
in high Pfp or Pfn and will be discarded. In the example shown in Figure 7 (b), only
36th, 47th and 50th keys are eligible for embedding given h1 = 0.8 and h2 = 0.3.

This countermeasure is quite straight forward and requires a significant amount of
computations to select the key set. Moreover, the number of eligible keys are quite lim-
ited, e.g. only 3 out of 50 keys in Figure 7(b) satisfy the condition of h1 and h2. Thus,
to get a certain number of eligible keys, the embedder has to examine a large pool of
keys. This may not be feasible for real applications such as fingerprinting a 2-hour movie
signal. The results suggest that introducing low-frequency content-based signal as fin-
gerprint is vulnerable to the estimation type of attack, which should be taken into con-
sideration in the fingerprint design.

7 Conclusions

We proposed a simple dual-filter estimator that aims at removing low-frequency fin-
gerprints embedded in video signals. Although we construct an instance of the attack
and show its efficacy using a specific video fingerprinting algorithm, the generic form
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of the attack can be applied to an arbitrary video marking scheme. In the conducted
experiments, the attack procedure on the average removed a substantial portion of the
embedded fingerprints compared to additive white gaussian noise. To the best of our
knowledge, the attack is the first in published literature to induce a substantial increase
of false positives in a particular fingerprinting scheme as opposed to a “blind” attack.
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Abstract. Content-based image authentication typically assesses au-
thenticity based on a distance measure between the image to be tested
and its original. Commonly employed distance measures such as the
Minkowski measures (including Hamming and Euclidean distances) may
not be adequate for content-based image authentication since they do not
exploit statistical and spatial properties in features. This paper proposes
a feature distance measure for content-based image authentication based
on statistical and spatial properties of the feature differences. The pro-
posed statistics- and spatiality-based measure (SSM ) is motivated by an
observation that most malicious manipulations are localized whereas ac-
ceptable manipulations result in global distortions. A statistical measure,
kurtosis, is used to assess the shape of the feature difference distribution;
a spatial measure, the maximum connected component size, is used to
assess the degree of object concentration of the feature differences. The
experimental results have confirmed that our proposed measure is better
than previous measures in distinguishing malicious manipulations from
acceptable ones.

Keywords: Feature Distance Measure, Image Authentication, Image
Transmission, Error Concealment, Digital Watermarking, Digital
Signature.

1 Introduction

With the wide availability of digital cameras and image processing software,
the generation and manipulation of digital images are easy now. To protect the
trustworthiness of digital images, image authentication techniques are required
in many scenarios, for example, applications in health care.

Image authentication, in general, differs from data authentication in cryptog-
raphy. Data authentication is designed to detect a single bit change whereas
image authentication aims to authenticate the content but not the specific data
representation of an image [1], [2]. Therefore, image manipulations which do
not change semantic meaning are often acceptable, such as contrast adjustment,
histogram equalization, and compression [3], [4]. Lossy transmission is also con-
sidered as acceptable since errors under certain level in images would be tolerable
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(a)

(b) (c)

(d) (e)

Fig. 1. Discernable patterns of edge feature differences caused by acceptable image
manipulation and malicious modification: (a) original image; (b) tampered image; (c)
feature difference of (b); (d) blurred image (by Gaussian 3×3 filter); (e) feature differ-
ence of (d)
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and acceptable [5]. Other manipulations that modify image content are classified
as malicious manipulations, such as object removal or insertion. Image authen-
tication is desired to be robust to acceptable manipulations, and necessary to be
sensitive to malicious ones.

In order to be robust to acceptable manipulations, several content-based image
authentication schemes have been proposed [6], [7], [8]. These schemes may be
robust to one or several specific manipulations, however, they would classify the
image damaged by transmission errors as unauthentic [9]. Furthermore, content-
based image authentication typically measures authenticity in terms of the dis-
tance between a feature vector from the received image and its corresponding
vector from the original image, and compares the distance with a preset thresh-
old to make a decision [10], [11]. Commonly employed distance measures, such
as the Minkowski metrics [12] (including Hamming and Euclidean distances),
may not be suitable for robust image authentication. The reason is that even if
these measures are the same (e.g., we cannot tell whether the question image is
authentic or not), the feature difference patterns under typical acceptable mod-
ifications or malicious ones may be still distinguishable (feature differences are
differences between the feature extracted from the original image and the feature
extracted from the testing image). That is to say, these measures do not prop-
erly exploit statistical or spatial properties of image features. For example, the
Hamming distance measures of Fig. 1(b) and Fig. 1(d) are almost the same, but
yet, one could argue that Fig. 1(b) is probably distorted by malicious tampering
since the feature differences concentrate on the eyes.

The objective of this paper is to propose a distance measure based on sta-
tistical and spatial properties of the feature differences for content-based image
authentication. The proposed measure is derived by exploiting the discernable
patterns of feature differences between the original image and the distorted im-
age to distinguish acceptable manipulations from malicious ones. Two properties,
the kurtosis of the feature difference distribution and the maximum connected
component size in the feature differences, are combined to evaluate the dis-
cernable patterns. We call the proposed measure statistics- and spatiality-based
measure (SSM ) since it considers both global statistical properties and spatial
properties. Many acceptable manipulations, which were detected as malicious
modifications by previous schemes based on Minkowski metrics, were correctly
verified by the proposed scheme based on SSM. To illustrate how the proposed
SSM can improve the performance of image authentication scheme, we applied it
in a semi-fragile image authentication scheme [13] to authenticate images dam-
aged by transmission errors. The proposed error resilient scheme obtained better
robustness against transmission errors in JPEG or JPEG2000 images and other
acceptable manipulations than the scheme proposed in [13].

2 Proposed Statistics- and Spatiality-Based Measure
(SSM ) for Image Authentication

Content-based or feature-based image authentication generally verifies authen-
ticity by comparing the distance between the feature vector extracted from the
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testing image and the original with some preset thresholds [14]. The distance
metric commonly used is the Minkowski metric d(X , Y ) [12]:

d(X, Y ) = (
N∑

i=1

|xi − yi|r)1/r (1)

where X , Y are two N dimensional feature vectors, and r is a Minkowski factor.
Note that when r is set as 2, it is actually Euclidean distance; when r is 1,
Manhattan distance (or Hamming distance for binary vectors).

However, the Minkowski metric does not exploit statistical or spatial prop-
erties of image features. Therefore, the image authentication scheme based on
Minkowski metric may not be suitable to distinguish the tampered images (e.g.,
small local objects removed or modified) from the images by acceptable manip-
ulations such as lossy compression. On the other hand, we found that even if the
Minkowski metric distances are the same, the feature difference under typical
acceptable manipulations and malicious ones are still distinguishable especially
in the case that the feature contains spatial information such as edges or block
DCT coefficients. Therefore, the Minkowski metric is not a proper measure for
content-based image authentication.

2.1 Main Observations of Feature Differences

Many features used in content-based image authentication are composed of lo-
calized information about the image such as edges [3], [6], block DCT coefficients
[1], [10], [13], highly compressed version of the original image [7], or block in-
tensity histogram [11]. To facilitate discussions, we let xi be the feature value
at spatial location i, and X be an N -dimension feature vector, for example,
N = W · H when using edge feature (W and H are the width and height of
the image). We define the feature difference vector δ as the difference between
feature vector X of the testing image and feature vector Y of the original image:

δi = |xi − yi| (2)

where δi is the difference of features at spatial location i.
After examining many discernable feature difference patterns from various

image manipulations, we could draw three observations on feature differences:

1. The feature differences by most acceptable operations are evenly distributed
spatially, whereas the differences by malicious operations are locally concen-
trated.

2. The maximum connected component size of the feature differences caused
by acceptable manipulations is usually small, whereas the one by malicious
operation is large.

3. Even if the maximum connected component size is fairly small, the image
could have also been tampered with if those small components are spatially
concentrated.
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These observations are supported by our intensive experiments and other lit-
eratures mentioned previously [6], [9]. Image contents are typically represented
by objects and each object is usually represented by spatially clustered image
pixels. Therefore, the feature to represent the content of the image would inherit
some spatial relations.

A malicious manipulation of an image is usually concentrated on modifying
objects in image, changing the image to a new one which carries different visual
meaning to the observers. If the contents of an image are modified, the features
around the objects may also be changed, and the affected feature points tend to
be connected with each other. Therefore, the feature differences introduced by
a meaningful tampering typically would be spatially concentrated.

On the contrary, acceptable image manipulations such as image compression,
contrast adjustment, and histogram equalization introduce distortions globally
into the image. The feature differences may likely to cluster around all objects
in the image, therefore they are not as concentrated locally as those by mali-
cious manipulations. In addition, many objects may spread out spatially in the
image, thus the feature differences are likely to be evenly distributed with little
connectedness. The distortion introduced by transmission errors would also be
evenly distributed since the transmission errors are randomly introduced into
the image [18].

The above observations not only prove the unsuitability of Minkowski metric
to be used in image authentication, but also provide some hints on how a good
distance function would work: it should exploit the statistical and spatial prop-
erties of feature differences. These observations further lead us to design a new
feature distance measure for content-based image authentication.

2.2 Proposed Feature Distance Measure for Image Authentication

Based on the observations discussed so far, a feature distance measure is pro-
posed in this section for image authentication. The distance measure is based on
the differences of the two feature vectors from the testing image and from the
original image. Two measures are used to exploit statistical and spatial prop-
erties of feature differences, including the kurtosis (kurt) of feature difference
distribution and the maximum connected component size (mccs) in the feature
difference map. Observation (1) motivates the uses of the kurtosis measure, and
observation (2) motivates the uses of the mccs measure. They are combined
together since any one of the above alone is still insufficient, as stated in obser-
vation (3).

The proposed Statistics- and Spatiality-based Measure (SSM ) is calculated by
sigmoid membership function based on both mccs and kurt. Given two feature
vectors X and Y , the proposed feature distance measure SSM (X , Y ) is defined
as follows:

SSM(X, Y ) =
1

1 + e α(mccs·kurt·θ−2−β)
(3)
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The measure SSM (X , Y ) is derived from the feature difference vector δ defined
in Eq. (2). The mccs and kurt are obtained from δ, and their details are given
in the next few paragraphs. θ is a normalizing factor.

The parameter α controls the changing speed especially at the point mccs ·
kurt · θ−2 = β. β is the average mccs · kurt · θ−2 value obtained by calculating
from a set of malicious attacked images and acceptable manipulated images.
In this paper, the acceptable manipulations are defined as contrast adjustment,
noise addition, blurring, sharpening, compression and lossy transmission (with
error concealment); the malicious tampering operations are object replacement,
addition or removal. During authentication, if the measure SSM (X , Y ) of an
image is smaller than 0.5 (that is, mccs · kurt · θ−2 < β, the image is identified
as authentic, otherwise it is unauthentic.

Kurtosis. Kurtosis describes the shape of a random variable’s probability dis-
tribution based on the size of the distribution’s tails. It is a statistical measure
used to describe the concentration of data around the mean. A high kurtosis
portrays a distribution with fat tails and a low even distribution, whereas a low
kurtosis portrays a distribution with skinny tails and a distribution concentrated
towards the mean.

Therefore, it could be used to distinguish feature difference distribution of the
malicious manipulations from that of the acceptable manipulations.

Let us partition the spatial locations of the image into neighborhoods, and let
Ni be the i-th neighborhood. That is, Ni is a set of locations that are in a same
neighborhood. For example, by dividing the image into blocks of 8×8, we have a
total of W ·H/64 neighborhoods, and each neighborhood contains 64 locations.
Let Di be the total feature distortion in the i-th neighborhood Ni:

Di =
∑

j∈Ni

δj (4)

We can view Di as a sample of a distribution D. The kurt in the Eq. (3) is the
kurtosis of the distribution D. It can be estimated by:

kurt(D) =

N∑

i=1

(Di − μ)4

Num σ4
− 3 (5)

where Num is the total number of all samples used for estimation. μ and σ is
the estimated mean and standard deviation of D, respectively.

Maximum Connected Component Size. Connected component is a set of
points in which every point is connected to all others. Its size is defined as the
total number of points in this set. The maximum connected component size
(mccs) is usually calculated by morphological operators. The isolated points in
the feature difference map are first removed and then broken segments are joined
by morphological dilation. The maximum connected component size (mccs) is
then calculated by using connected components labeling on the feature map
based on 8-connected neighborhood. Details can be found in [15].
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Normalizing Factor. Since images may have different number of objects, de-
tails as well as dimensions, normalization is therefore needed. Instead of using
traditional normalization (i.e., the ratios of the number of extracted feature
points to image dimension), we employ a new normalizing factor θ as:

θ =
μ

W ·H (6)

where W and H are the width and height of the image respectively. μ is the
estimated mean of D, same as that in Eq.(5). The normalized factor θ makes
the proposed measure more suitable for natural scene images.

(a) (b)

(c) (d)

Fig. 2. Cases that required both mccs and kurt to work together to successfully detect
malicious modifications: (a) small object tampered (kurt : large; mccs: small); (b) fea-
ture differences of (a); (c) large object tampered with global distortions (kurt : small;
mccs: large); (d) feature differences of (c)
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It is worth noting that the two measures mccs and kurt should be combined
together to handle different malicious tampering. Usually tampering results in
three cases in terms of the values of mccs and kurt : (1) the most general case
is that tampered areas are with large maximum connected size and distributed
locally (Fig. 1(b)). In this case, both kurt and mccs are large; (2) small local
object is modified such as a small spot added in face (Fig. 2(a)). In this case,
the mccs is usually very small, but kurt is large; (3) tampered areas are with
large maximum connected size but these areas are evenly distributed in the
whole image (Fig. 2(c)). In this case, the mccs is usually large, but kurt is small.
Therefore, it is necessary for SSM to combine these two measures so that SSM
could detect all these cases of malicious modifications.

3 Application of SSM to Error Resilient Image
Authentication

Image transmission is always affected by the errors due to channel noises, fading,
multi-path transmission and Doppler frequency shift [16] in wireless channel, or
packet loss due to congestion in Internet [17]. Therefore, error resilient image
authentication which is robust to acceptable manipulations and transmission
errors is desirable. Based on the proposed feature distance measure, an error
resilient image authentication scheme is proposed in this section.

The proposed error resilient scheme exploits the proposed measure in a generic
semi-fragile image authentication framework [8] to distinguish images distorted
by transmission errors from maliciously modified ones. The experimental results
support that the proposed feature distance measure can improve the performance
of the previous scheme in terms of robustness and sensitivity.

3.1 Feature Extraction for Error Resilient Image Authentication

One basic requirement for selecting feature for content-based image authentica-
tion is that the feature should be sensitive to malicious attacks on the image
content. Edge-based features would be a good choice because usually malicious
tampering will incur the changes on edges. And edge may also be robust to some
distortions. For instances, the results in [18] show that high edge preserving ratios
can be achieved even if there are uncorrectable transmission errors. Therefore,
the remaining issue is to make the edge more robust to the defined acceptable
manipulations. Note that this is main reason why we employ the normalization
by Eq. (6) to suppress those “acceptable” distortions around edges.

In [19], a method based on fuzzy reasoning is proposed to classify each pixel of
a gray-value image into a shaped, textured, or smooth feature point. In this paper
we adopt their fuzzy reasoning based detector because of its good robustness.

3.2 Image Signing

The image signing procedure is outlined in Fig. 3. Binary edge of the original
image is extracted using the fuzzy reasoning based edge detection method [19].
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Fig. 3. Signing process of the proposed error resilient image authentication scheme

Then, the edge feature is divided into 8×8 blocks, and edge point number in
each block is encoded by error correcting code (ECC) [8]. BCH(7,4,1) is used to
generate one parity check bit (PCB) for ECC codeword (edge point number) of
every 8×8 block. The signature is generated by hashing and encrypting the con-
catenated ECC codewords using a private key. Finally, the PCB bits embedded
into the DCT coefficients of the image. In our implementation, the PCB bits
are embedded into the middle-low frequency DCT coefficients using the same
quantization based watermarking as in [13].

Let the total selected DCT coefficients form a set P. For each coefficient c in
P, it is replaced with cw which is calculated by:

cw =
{

Qround(c/Q), if LSB(round(c/Q)) = w
Q (round(c/Q) + sgn (c−Qround(c/Q))) , else (7)

where w (0 or 1) is the bit to be embedded. Function round(x) returns the
nearest integrate of x, sgn(x) returns the sign of x, and LSB(x) returns the least
significant bit of x. Eq. (7) makes sure that the LSB of the coefficient is the same
as the watermark bit.

Note that embedding procedure should not affect the feature extracted, since
the watermarking procedure would introduce some distortions. In order to ex-
clude the effect of watermarking from feature extraction, a compensation oper-
ator Cw is adopted before feature extraction and watermarking:

{
Ic = Cw(I)
Iw = fe(Ic)

(8)

Cw(I) = IDCT {IntQuan (di, 2Q,P)} (9)

where di is the i-th DCT coefficient of I, and IDCT is inverse DCT transform.
fe(I) is the watermarking function, and Iw is the final watermarked image. The
IntQuan(c, P, Q) function is defined as:

IntQuan (c, Q,P) =
{

c, if c /∈ P
Q round(c/Q), else (10)

Cw is designed according to the watermarking algorithm, which uses 2Q to pre-
quantize the DCT coefficients before feature extraction and watermarking. That
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is, from Eq. (7), (9) and (10), we can get Cw(Iw) = Cw(I), thus fe(Iw) =
fe(I), i.e., the feature extracted from the original image I is the same as the
one from the watermarked image Iw. This compensation operator ensures that
watermarking does not affect the extracted feature.

3.3 Image Authenticity Verification

The image verification procedure can be viewed as an inverse process of the image
signing procedure, as shown in Fig. 4. Firstly, error concealment is carried out if
transmission errors are detected. The feature of image is extracted using the same
method as used in image signing procedure. Watermarks are then extracted. If
there are no uncorrectable errors in ECC codewords, the authentication is based
on bit-wise comparison between the decrypted hashed feature and the hashed
feature extracted from the image [8]. Otherwise, image authenticity is calculated
by the SSM based on differences between the PCB bits of the re-extracted feature
and the extracted watermark. Finally, if the image is identified as unauthentic,
the attacked areas are then detected.

Fig. 4. Image authentication process of the proposed error resilient image authentica-
tion scheme

Error Concealment. Given an image to be verified, the first step is to con-
ceal the errors if some transmission errors are detected. For wavelet-based im-
ages, edge directed filter-based error concealment algorithm proposed in [18]
is adopted. For DCT-based JPEG images, a content-based error concealment
proposed in [20] is used.

It is efficient and advisable to apply error concealment before image authen-
tication since the edge feature of the error-concealed image is much closer to the
original one than that of the damaged image [18], [20]. As a result, the content
authenticity of the error concealed image is higher than that of the damaged
image, which is validated in our experiments of the error resilient image authen-
tication.
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Image Content Authenticity. Given an image to be verified, we repeat fea-
ture extraction described in image signing procedure. The corresponding PCB
bits (PCBW ) of all 8×8 blocks (one bit/block) of the image are extracted from
the embedded watermarks. Then the feature set extracted from the image is
combined with the corresponding PCBs to form ECC codewords. If all code-
words are correctable, we concatenate all codewords and cryptographically hash
the result sequence. The final authentication result is then concluded by bit-by-
bit comparison between these two hashed sets. If there are uncorrectable errors
in ECC codewords, image authenticity is calculated based on the proposed dis-
tance measure. The two feature vectors in the proposed measure are PCBW

from watermarks and the recalculated PCB bits (PCBF ) from ECC coding of
the re-extracted image feature set. If the distance measure between PCBW and
PCBF is smaller than 0.5 (SSM (PCBW , PCBF ) <0.5), the image is authentic.
Otherwise, the image is unauthentic.

Feature Aided Attack Location. If the image is verified as unauthentic, the
tampered areas will be detected. Attack location is an important part of the au-
thentication result since the detected attacked areas give the users a clear figure
where the image has been possibly tampered with. The diagram of our feature
aided attack location algorithm is shown in Fig. 5. The attack areas are detected
using information from watermarks and image feature. The difference map be-
tween PCBW and PCBF is calculated, and then morphological operations are
used to compute connected areas, with isolated pixels and small connected areas
removed. After these operations, the difference map is masked with the union
of the watermark and feature. The masking operation can refine the detected
areas by concentrating them on the objects in the tampered image or in the
original image. The areas in the difference map which do not belong to any ob-
ject (defined by edge feature) are removed, which may be a false alarm of some
noises.

It is worth noting that the authentication result of our scheme is friendly to
users. Since human perceptivity treats image as a combination of objects, some
objects may be region of interest (ROI) to users. If the image fails to pass the
authentication, our scheme provides possible attacked areas which concentrate
on objects. If these detected areas are not the user’s ROI, further decision can be

Fig. 5. Feature aided attack location process
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made by the user on a case by case basis. Finally, this scheme can also provide
a degree of authenticity (by SSM measure) to the user which gives the user a
confidence on the trustiness of the image.

4 Experimental Results and Discussions

In this Section, the proposed SSM is evaluated by experiments, compared with
Minkowski metrics and our previous results [13]. In our experiments, JPEG
and JPEG2000 image formats were used. Testing images include Actor, Bar-
bara, Bike, Airplane, Fruits, Girl, Goldhill, Lena, Mandrill, Monarch, Pepper,
Woman, and so on. The dimensions of these images differ among 512×512,
640×512, 640×800, and 720×576. Daubechies 9/7 wavelet filter is used for the
wavelet transformation which is used in JPEG2000 standard [21]. The parame-
ters α and β in Eq.(3) were set to 0.5 and 48.0, respectively.

4.1 Feature Distance Measure Evaluation

The observations present in Section 2, which are the basis of the proposed SSM,
were investigated first in our experiments. Edge detected by [19] was selected
as feature in our evaluations. Fig. 6 shows the histogram of edge difference and
their respective probability density estimates of noisy, error concealed, damaged
and maliciously tampered images. We can find that the distribution of feature
differences between malicious tampered image and the original image have a
much longer tail than that of the error-concealed image. The damaged, error-
concealed and noisy images all have smaller right tails. These results support
our observations that the maliciously tampered image has a different pattern of
feature differences from that of the acceptable manipulations.

Some acceptable distortions and malicious attacks were introduced into the
original images for robustness evaluation. The proposed SSM was compared with
Hamming (Minkowski Metric with r=1 for binary feature) as shown in Fig. 7.

(a) (b)

Fig. 6. Different patterns of edge difference distribution: (a) histograms of edge differ-
ences; (b) probability density estimation
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(a) (b)

Fig. 7. Distance measures comparison: (a) for JPEG compressions (b) for Gaussian
noises

Pratt’s Figure of Merit (FoM ) [22] was also used for comparison, since it is
commonly used at measuring image similarity based on edges, which is defined as:

FoM =
1

max (NO, NC)

NC∑

i=1

1
1 + λ× di2

(11)

where NC and NO are the number of detected and original edge pixels, respec-
tively. di is the Euclidean distance between the detected edge pixel and the
nearest original edge pixel, and λ is a constant typically set to 0.1. Fig. 7(a)
shows the experimental results of the proposed SSM for image Lena after JPEG
compression, and Fig. 7(b) shows the experimental results for Gaussian noisy im-
ages. These figures show that the Hamming and FoM distances are almost linear
to the compression level or Gaussian noise strength. On the contrary, there were
some sharper changes (such as the circled points in Fig. 7) in SSM curves which
may be good choices for authenticity threshold. As an image can be considered
as points in a continuous space, it is typically difficult to set up a sharp boundary
between authentic and unauthentic images [10]. This intrinsic fuzziness makes
the content-based authentication design challenging and, likely, ad hoc in most
cases [10]. Therefore, the sharper change of authenticity based on the proposed
measure around threshold may lead to a sharper boundary between the surely
authentic and unauthentic images, which is desirable for image authentication.

Fig. 8 shows the comparison results of different distance measures in terms
of their discernable abilities. In Fig. 8(a), the last three columns are images
maliciously tampered from the original portrait image Lena, by enlarging the
eyes, modifying multiple objects in the image, and adding a small spot on the
face. The others are images from acceptable manipulations including Gaussian
noise introduction, auto contrast adjustment, sharpening, and lossy transmis-
sion (with error concealment). Fig. 8(b) shows results of image Bike with much
stronger edges than image Lena. The last three columns of Fig. 8(b) are images
tampered by deleting the saddle, modifying multiple objects (changing logo at
the left top, modifying the display of the clock at right top, and deleting the
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(a) (b)

Fig. 8. Comparison of distinguish ability of different distance measures: only the pro-
posed measure can successfully distinguish malicious manipulations from acceptable
ones: (a) Results of image Lena; (b) Results of image Bike

saddle), and adding a small spot in the center of the right circle. Note that the
SSMs were all below 0.5 for acceptable manipulations and all above 0.5 for ma-
liciously attacked images. On the contrary, the Hamming and Figure of Merit
(FoM ) measures of maliciously attacked images were among the range of ac-
ceptable manipulations especially the measures of the attacked image in which
there was a small local object changed (last column). The results show that
the proposed SSM was able to distinguish the malicious manipulations from
acceptable ones, i.e., identify lossy transmission as acceptable, and was sensitive
to malicious manipulations. On the contrary, the Hamming and FoM measures
were not sensitive to small localized object modification. The results indicate
that the proposed SSM is more suitable for content-based image authentication
than Hamming and FoM measures.

4.2 SSM -Based Error Resilient Image Authentication Scheme
Evaluation

Robustness to Transmission Errors and other Acceptable Manipula-
tions. The transmission errors in wireless networks were simulated based on
the Rayleigh model [20] which is commonly used for wireless networks. Fig. 9(b)
is an example of wavelet-based images damaged by transmission errors, and
Fig. 9(c) is its error-concealed result. Fig. 9(d) is a DCT-based image damaged
by transmission errors, and Fig. 9(e) is its error concealed result. The SSM val-
ues of image Fig. 9(c) and Fig. 9(e) are 0.134 and 0.250, i.e., the error-concealed
images are both authentic.

With the set of images produced, an average peak signal-to-noise ratio (de-
fined by PSNR) of 44.46 dB (Table 1) was obtained which is above the usually
tolerated degradation level of 40 dB [23] and much better than the average
33.45dB in [13]. It is also better than the 42.47 dB obtained by the paper [23].
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(a)

(b) (c)

(d) (e)

Fig. 9. Robustness against transmission errors: (a) original image (b) damaged image
(wavelet based); (c) error concealed result of (b); (d) damaged image (DCT based); (e)
error concealed result of (c)
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Table 1. Comparison of objective quality decrease introduced by watermarking:
PSNR(dB) of watermarked images

PSNR Barbara Bike Airplane Girl Goldhill Lena Mandrill Monarch Pepper Woman

Proposed 44.17 44.40 44.56 44.39 44.32 44.60 44.14 44.75 44.46 44.79

Ref. [13] 32.90 29.91 32.01 34.20 34.07 36.11 32.38 30.43 35.53 36.98

Ref. [23] 42.72 / 43.15 / / / / / / /

The quantization table used in these experiments is JPEG recommended quan-
tization table of Q50. These results indicate the embedding procedure did not
introduce visual artifacts in the images.

Table 2. Authentication performance improvement by error concealment: PSNR (dB)
and SSM of damaged images and error-concealed images (BER1:10−4; BER2:2×10−4)

Images Actor Bike Chart Flight Fruits Hotel Lake Lena Pepper Woman

Damaged BER1 30.78 31.26 33.95 32.41 33.68 33.87 31.39 33.31 33.07 35.50
PSNR BER2 25.87 25.76 28.51 26.05 27.81 26.71 25.68 30.34 27.74 30.72

Damaged BER1 0.948 0.939 0.707 0.297 0.794 0.365 0.143 0.391 0.729 0.989
SSM BER2 0.812 0.999 0.987 0.951 0.942 0.568 0.883 0.638 0.865 0.955

Recovered BER1 38.03 41.76 41.11 41.03 39.90 42.40 38.54 40.21 41.25 42.96
PSNR BER2 32.06 34.99 34.74 34.06 31.68 33.26 31.64 36.03 33.85 36.84

Recovered BER1 0.158 0.134 0.141 0.035 0.204 0.067 0.057 0.345 0.089 0.329
SSM BER2 0.220 0.099 0.446 0.072 0.406 0.045 0.280 0.059 0.182 0.015

Table 3. Robustness against acceptable image manipulations

Manipulations Histogram
Normalizing

Brightness
Adjustment

Contrast
Adjustment

JPEG
Compression

JPEG2000
Compression

Parameter Auto -40 Auto 10:1 1bpp

SSM 0.159 0.159 0.262 0.017 0.057

Table 2 shows the evaluation results of the system robustness of the proposed
error resilient image authentication scheme based on the proposed SSM. PSNR
and SSM measures of the images damaged by transmission errors with differ-
ent bit error rate (BER) 10−4 and 2×10−4. The corresponding PSNR and SSM
of the error-concealed images are also listed in this table. 60% of the damaged
images at BER 10−4 and 100% at BER 2×10−4 in our experiments were veri-
fied as unauthentic. On the contrary, all error-concealed images were verified as
authentic. These results indicate that our proposed scheme could obtain a good
robustness to transmission errors. Note that on the contrary, the authentication
scheme [23] was not robust to transmission errors. These results further confirm
that it is effective and advisable for error concealment to be applied before image
authentication. The reason that the authenticities of the recovered images were
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(a) (b)

(c) (d)

(e) (f)

Fig. 10. Detected possible attack locations which are concentrated on objects in im-
ages: (a) noisy tampered image Lena (0.995); (b) attacked areas detected of (a); (c)
Lena with small spot added (0.569); (d) attacked areas detected of (c); (e) attacked
image Bike (logo modified, time modified, saddle deleted, and circle copied/pasted)
(0.995); (f) attacked areas detected of (e)
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better than those of the damaged images may be the image quality improvement
by using error concealment on the damaged images [18], [20]. For example, the
recovered image had much better objective qualities than the damaged images
(evaluated by PSNR). This quality improvement made features of the error-
concealed images closer to those of the original images than damaged images, so
that the image authenticities (evaluated by SSM ) of the error-concealed images
were much larger than the damaged images.

Our scheme was also tested with other acceptable manipulations such as image
contrast adjustment, histogram equalization, compression and noises addition.
The results are shown in Table 3, with the parameter for each manipulation.
The SSM values of these images were all less than 0.5, i.e., all these images can
pass the authentication. These results validate that the proposed scheme is not
only designed to be robust to transmission errors, but also robust to general
acceptable manipulations.

Sensitivity to Malicious Content Tampering. An important aspect of our
SSM -based authentication scheme is that it is sensitive to the malicious content
tampering. For that reason, we tampered the previous watermarked Bike and
Lena images and tested the ability of our system to detect and highlight the
attacked areas. All the attacked images were detected and possible attacked
areas were located. The attack location results are shown in Fig. 10.

These results indicate that the ability of our system to detect tampering is
good even in the presence of multiple tampered areas (Fig. 10(e)), or noises
(Fig. 10(a)), or very small area modified (Fig. 10(c)). Furthermore, the attack
detection result of our scheme is friendly to users. If the image fails to pass the
authentication, our scheme provides detected attacked areas which concentrate
on objects. Further authentication decision can be made by the user with the
aid of attack detection results.

5 Conclusions

A new feature distance measure based on statistical and spatial properties of
the feature differences for content-based image authentication is proposed in
this paper. The use of the typical patterns of feature differences by accept-
able image manipulations and malicious content modifications did help improve
system performance. Many acceptable manipulations which were detected as
malicious modifications in the previous schemes were correctly classified into
authentic images in the scheme based on SSM. The results also indicate that
the statistical and spatial properties of the image feature are helpful and useful
in distinguishing acceptable image manipulations from malicious content mod-
ifications. Moreover, the results would lead to a better understanding of the
role of statistics and spatial properties of feature differences for detecting digital
forgeries. The scheme was further evaluated under transmission errors.
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The proposed feature distance measure is quite general and can be used in
many other content-based authentication schemes provided that the features
contain spatial information.
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Abstract. The LTSB (Least Two Significant Bit) planes steganalytic
technique is discussed, and a detection method based on the Quartic
Equation is presented. This method firstly constructs a finite-state ma-
chine including 16 kinds of state based on image pixel sample pairs,
and then builds a quartic equation according to the states conversion
relations, finally gains the estimated value by solving this equation. To
enhance the precision of the estimate algorithm, an improved hypothesis
is proposed, and a more robust quartic equation is constructed. Experi-
ment results show that this approach can estimate the LTSB embedding
ratio quite reliably.

1 Introduction

Steganography is one of the important research subjects in information security
field. As a new art of covert communication, the goal of digital steganogra-
phy is to convey messages secretly by concealing the very existence of messages
under digital media files, such as images, audio, or video files. The study of
steganography includes steganography and steganalysis. Among many steganog-
raphy methods based on image, LSB (Least Significant Bit) steganography are
now extremely widespread for its fine concealment, great capability of hidden
message and easy realization. Similar to LSB steganography, LTSB (Least Two
Significant Bit) steganography don’t affect the vision effect of image, especially
for the blue component of color image.

In LTSB steganography, the hidden messages are embedded into not only
the LSB plane of the carrier, but also the hypo-least Significant Bit planes.
Apparently, the capability of hidden message of LTSB steganography is twice as
high as that of LSB steganography, and then it is very important to study LTSB
steganalysis methods.

Presently, there are many LSB steganalysismethods, for example,χ2-statistical
analysis[1], RS steganalysis[2], RQP (the Raw Quick Pairs) steganalysis[3], the ana-
lysis method based on Laplace[4], SPA(Sample Pair Analysis) method[5] and the
IQM steganalysis[6], where the SPA method detects LSB steganography via sam-
ple pair analysis and can estimate the LSB embedding ratio with high precision.
Kinds of the improved RS and SPA methods are given in [7-10]. But LTSB ste-
ganalysis methods are scarce. For the LTSB embedding can modify not only LSBs,
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but also the hypo-least significant bits, although these LSB steganalysis detector
performed well on the LSB steganography, they suffered from LTSB steganogra-
phy, they aren’t able to detect the LTSB steganography reliably.

Being enlightened by SPA method, this paper discusses the LTSB (Least Two
Significant Bit) planes steganalysis technique, and presents a detection method
based on the quartic equation. This method constructs a finite-state machine
of 16 kinds of state based on image pixel sample pairs, then, builds a quartic
equation via the states conversion relationships. Finally, the estimated value
is gained by solving this equation. Experiments show that this approach can
estimate the LTSB embedding ratio reliably.

The paper is organized as follows. In Section II, the construction of trace
multisets and the finite-state machine are introduced. Then Section III describes
how to establish a quartic equation about LTSB embedding ratio. The way
to improve the accuracy of the estimated hidden message length is analyzed,
and then a more robust quartic equation is presented in Section IV. Section
V presents some experimental results with a test set of 500 continuous-tone
images, and we conclude the paper in section VI. In order not to obscure the
main contents, we give the necessary but lengthy proofs in the Appendices.

2 Trace Multisets and the Finite-State Machine

Assume that the digital image is represented by the succession of samples s1, s2,
· · · , sN (the index represents the location of a sample in an image). A sample
pair means a two-tuple(si, sj), 1 ≤ i, j ≤ N . LetP , which is a set of sample pairs,
be a multiset of the two-tuple(u, v), where u and v are the values of two samples
drawn from a digitized image.

Denote by Dn the submultiset of P that consists of sample pairs of the form
(u, u + n) or(u + n, u), i.e., the two values differ exactly byn, where n is a fixed
integer,0 ≤ n ≤ 2b−1 and b is the number of bit to represent each sample value.
In order to analyze the effects of LTSB embedding onDn, it is useful to introduce
some other submultisets ofP . Since the embedding affects only the LTSB, the
most significant b− 2 bits are utilized to choose these closed multisets. For each
integer m, 0 ≤ m ≤ 2b−2 − 1, denote by Cm the submultiset of P that consists
of the sample pairs whose values differ by m in the first (b−2) bits (i.e., by right
shifting two bits and then measuring the difference).

Note that the multisets Dn(0 ≤ n ≤ 2b − 1) form a partition of P , and the
multisets Cm(0 ≤ m ≤ 2b−2−1) form another partition of P . Dn can be divided
into multisets D4m, D4m+1, D4m+2 and D4m+3. It is clear that D4m is contained
in Cm. Indeed, if (u, v) is a pair in D4m(i.e. |u− v| = 4m), then the LTSBs of
u and v are equal. By right shifting two bits and taking the absolute difference,
the value obtained is exactly |u− v|/4 = m, and hence, (u, v) ∈ Cm. It is not
true, however, for D4m+1, D4m+2 and D4m+3.

When n = 4m + 3, if (u, v) is a pair in D4m+3, then the pair can have one of
the following forms:
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(4k, 4k−4m−3), (4k−4m−3, 4k), (4k+1, 4k−4m−2), (4k−4m−2, 4k+1),

(4k+2, 4k−4m−1), (4k−4m−1, 4k+2), (4k+3, 4k−4m), (4k−4m, 4k+3)

for some k. By right shifting two bits, these forms will become

(k, k −m− 1), (k −m− 1, k), (k, k −m− 1), (k −m− 1, k),

(k, k −m− 1), (k −m− 1, k), (k, k −m) and (k −m, k).

They consist of the samples whose values of first (b−2) bits differ by m+1 or m.
Hence, (4k, 4k−4m−3), (4k−4m−3, 4k), (4k+1, 4k−4m−2), (4k−4m−2, 4k+1),
(4k + 2, 4k − 4m − 1) and (4k − 4m − 1, 4k + 2) are contained in Cm+1, but
(4k + 3, 4k − 4m) and (4k − 4m, 4k + 3) are contained in Cm. So D4m+3 is
divided into two submultisets X4m+3 and Y4m+3, where X4m+3 = D4m+3∩Cm+1

and Y4m+3 = D4m+3 ∩ Cm, for 0 ≤ m ≤ 2b−2 − 2, and X2b−1 = Φ(Φ denotes
emptiset), Y2b−1 = D2b−1.

Obviously, if the residual of the larger sample of the sample pair of D4m+3

divided by 4 is 0, 1 or 2, the sample pair is contained in X4m+3, and if that
of D4m+3 divided by 4 is 3, the sample pair is contained in Y4m+3. Extensive
experiments show that, for natural images, the probabilities that the residual of
the larger sample of the sample pair of D4m+1 divided by 4 is 0, 1, 2 or 3 are
equivalent. It means that, for any integer m(0 ≤ m ≤ 2b−2 − 2),

E {|X4m+3|} = 3E {|Y4m+3|} (1)

In order to construct the finite-state machine, X4m+3 is subdivided into three
submultisets:

R1X4m+3((4k + 1, 4k − 4m− 2), (4k − 4m− 2, 4k + 1)),
R2X4m+3((4k, 4k − 4m− 3), (4k − 4m− 1, 4k + 2)) ,
R3X4m+3((4k − 4m− 3, 4k), (4k + 2, 4k − 4m− 1)).

And Y4m+3 is regarded as submultiset R11Y4m+3.
For the same reason, submultisets R4X4m+2, R5X4m+2,. . . , R10D4m,

R12Y4m+2,. . . , R16Y4m+1 and assumptions (2) and (3) can be obtained in fol-
lowed Table 1.

E {|X4m+2|} = E {|Y4m+2|} (2)

3E {|X4m+1|} = E {|Y4m+1|} (3)

In this table, column 1 denotes the absolute difference of the pixel pairs and
column 2 is the corresponding multiset. The multisets in column 3 are the parti-
tion of the multisets in column 2 and can be partitioned into the submultisets in
column 4. Those in column 5 denote the forms of the pixel pairs in the submul-
tisets in column 4. Last column gives the assumptions in two cases of different
absolute differences. When n = 4m, where 0 ≤ m ≤ 2b−2 − 2, the multiset D4m

is just divided into four submultisets.
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Table 1. Partition of multisets and the assumptions

multi-
sets

multisets submul-
tisets

forms of pixel
pairs

assumptions

n = 4m + 3 where

0 ≤ m ≤ 2b−2 − 2

D4m+3

X4m+3
= D4m+3 ∩ Cm+1

R1X4m+3
(4k + 1, 4k − 4m − 2)

E
{∣
∣
∣X4m+3

∣
∣
∣
}

= 3E
{∣
∣
∣Y4m+3

∣
∣
∣
}

(4k − 4m − 2, 4k + 1)

R2X4m+3
(4k, 4k − 4m − 3)

(4k − 4m − 1, 4k + 2)

R3X4m+3
(4k − 4m − 3, 4k)

(4k + 2, 4k − 4m − 1)

Y4m+3
= D4m+3 ∩ Cm

R11Y4m+3
(4k + 3, 4k − 4m)

(4k − 4m, 4k + 3)

n = 4m + 2 where

0 ≤ m ≤ 2b−2 − 2
D4m+2

X4m+2
= D4m+2 ∩ Cm+1

R4X4m+2
(4k, 4k − 4m − 2)

E
{∣
∣
∣X4m+2

∣
∣
∣
}

= E
{∣
∣
∣Y4m+2

∣
∣
∣
}

X
2b−2

= Φ

(4k − 4m − 1, 4k + 1)

R5X4m+2
(4k − 4m − 2, 4k)

(4k + 1, 4k − 4m − 1)

Y4m+2
= D4m+2 ∩ Cm

R12Y4m+2
(4k − 4m, 4k + 2)

Y
2b−2

= D
2b−2

(4k + 3, 4k − 4m + 1)

R13Y4m+2
(4k + 2, 4k − 4m)

(4k − 4m + 1, 4k + 3)

n = 4m + 1 where

0 ≤ m ≤ 2b−2 − 2
D4m+1

X4m+1
= D4m+1 ∩ Cm+1 R6X4m+1

(4k, 4k − 4m − 1)

3E
{∣
∣
∣X4m+1

∣
∣
∣
}

= E
{∣
∣
∣Y4m+1

∣
∣
∣
}

X
2b−3

= Φ (4k − 4m − 1, 4k)

Y4m+1

= D4m+1 ∩ Cm

R14Y4m+1
(4k + 3, 4k − 4m + 2)

Y
2b−3

= D
2b−3

(4k − 4m, 4k + 1)

R15Y4m+1
(4k + 2, 4k − 4m + 1)

(4k − 4m + 1, 4k + 2)

R16Y4m+1
(4k + 1, 4k − 4m)

(4k − 4m + 2, 4k + 3)

n = 4m where

0 ≤ m ≤ 2b−2 − 1
D4m

R7D4m
(4k, 4k − 4m)

(4k − 4m + 3, 4k + 3)

R8D4m
(4k − 4m + 1, 4k + 1)

(4k + 2, 4k − 4m + 2)

R9D4m
(4k + 1, 4k − 4m + 1)

(4k − 4m + 2, 4k + 2)

R10D4m
(4k − 4m, 4k)

(4k + 3, 4k − 4m + 3)

To summarize the assumption (1), (2) and (3), the following assumption is
presented: for natural images,

E {3 |X4m+1|+ 2 |X4m+2|+ |X4m+3|} = E {|Y4m+1|+ 2 |Y4m+2|+ 3 |Y4m+3|}
(4)

In order to analyze the influence of LTSB embedding on sample pairs, let us
consider all sixteen possible cases of LTSB flipping, labeled by sixteen so-called
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modification patterns π: 0000, 0001,. . . , 1111. From left to right, each 1 expresses
that the hypo-least bit of the first sample, the least bit of the first sample, the
least bit of the second sample or the hypo-least bit of the second sample of the
sample pair has been reversed respectively, and 0 indicates that corresponding
bit hasn’t been reversed. For each m, 0 ≤ m ≤ 2b−2 − 1, the submultiset Cm is
partitioned into sixteen submultisets: R1X4m−1, R2X4m−1,. . . , R16Y4m+1. It is
clear that Cmis closed under the embedding, but this sixteen submultisets are
not. Take an arbitrary sample pair (u, v) of R6X4m−3. Then, (u, v) = (4k, 4k −
4m + 3), or (u, v) = (4k − 4m + 3, 4k). By modifying the sample pair (u, v)
with the pattern 0011, the obtained sample pair is (u′, v′) = (4k, 4k − 4m) or
(u′, v′) = (4k−4m+3, 4k+3). Thus all of the obtained sample pairs by modifying
those in R6X4m−3 with the pattern 0011 are included in R7D4m.

Table 2. State-conversion table whose states are trace multisets of Cm(m �= 0)

R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16
R1 0000 0111 1101 0100 0001 0101 0110 1100 0011 1001 1010 1011 1110 1000 1111 0010
R2 0111 0000 1010 0011 0110 0010 0001 1011 0100 1110 1101 1100 1001 1111 1000 0101
R3 1101 1010 0000 1001 1100 1000 1011 0001 1110 0100 0111 0110 0011 0101 0010 1111
R4 0100 0011 1001 0000 0101 0001 0010 1000 0111 1101 1110 1111 1010 1100 1011 0110
R5 0001 0110 1100 0101 0000 0100 0111 1101 0010 1000 1011 1010 1111 1001 1110 0011
R6 0101 0010 1000 0001 0100 0000 0011 1001 0110 1100 1111 1110 1011 1101 1010 0111
R7 0110 0001 1011 0010 0111 0011 0000 1010 0101 1111 1100 1101 1000 1110 1001 0100
R8 1100 1011 0001 1000 1101 1001 1010 0000 1111 0101 0110 0111 0010 0100 0011 1110
R9 0011 0100 1110 0111 0010 0110 0101 1111 0000 1010 1001 1000 1101 1011 1100 0001
R10 1001 1110 0100 1101 1000 1100 1111 0101 1010 0000 0011 0010 0111 0001 0110 1011
R11 1010 1101 0111 1110 1011 1111 1100 0110 1001 0011 0000 0001 0100 0010 0101 1000
R12 1011 1100 0110 1111 1010 1110 1101 0111 1000 0010 0001 0000 0101 0011 0100 1001
R13 1110 1001 0011 1010 1111 1011 1000 0010 1101 0111 0100 0101 0000 0110 0001 1100
R14 1000 1111 0101 1100 1001 1101 1110 0100 1011 0001 0010 0011 0110 0000 0111 1010
R15 1111 1000 0010 1011 1110 1010 1001 0011 1100 0110 0101 0100 0001 0111 0000 1101
R16 0010 0101 1111 0110 0011 0111 0100 1110 0001 1011 1000 1001 1100 1010 1101 0000

A finite-state machine with sixteen states is built based on the sixteen trace
submultisets of Cm. But because of the complexity of the finite-state machine, it
is depicted via a state-conversion table (see Table 2). This table shows how the

Table 3. States-conversion table whose states are trace multisets of C0

R1Y1 R2Y1 R3Y1 R4Y2 R5Y2 R6Y3 R7D0 R8D0

R1Y1
0000
1111

0111
1000

0010
1101

0100
1011

1110
0001

0101
1010

0110
1001

0011
1100

R2Y1
0111
1000

0000
1111

0101
1010

0011
1100

1001
0110

0010
1101

0001
1110

0100
1011

R3Y1
0010
1101

0101
1010

0000
1111

0110
1001

1100
0011

0111
1000

0100
1011

0001
1110

R4Y2
0100
1011

0011
1100

0110
1001

0000
1111

1010
0101

0001
1110

0010
1101

0111
1000

R5Y2
0001
1110

1001
0110

1100
0011

1010
0101

0000
1111

1011
0100

1000
0111

1101
0010

R6Y3
0101
1010

0010
1101

0111
1000

0001
1110

1011
0100

0000
1111

0011
1100

0110
1001

R7D0
0110
1001

0001
1110

0100
1011

0010
1101

1000
0111

0011
1100

0000
1111

0101
1010

R8D0
0011
1100

0100
1011

0001
1110

0111
1000

1101
0010

0110
1001

0101
1010

0000
1111
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sample pairs are driven from and to the sixteen trace submultisets by different
LTSB modification patterns. The required modification patterns are filled in-
tothe blanks between the row states and arrange states. For facility, R1, R2,. . . ,
R16 replace the mentioned-above sixteen states.

The finite-state machine depicted in Table 2 does not apply to the multiset
C0. So need to model the behavior of C0 under embedding separately. Multiset
C0 is closed under LTSB embedding and can be partitioned into R1Y1, R2Y1,
R3Y1, R4Y2, R5Y2, R6Y3, R7D0 and R8D0. Then the transitions between them
are illustrated in Table 3.

3 Construction of Estimation Equation

For each modification pattern π ∈ {0000, 0001, · · · , 1111} and any submultiset
Z ∈ P , denote by ρ(π, Z) the probability that the sample pairs of Z are modified
with pattern π as a result of the embedding. Let p be the probability that a ran-
dom bit of the LTSB planes of the image is modified. Therefore, the embedding
rate is 4p bpp (bit per pixel). And replace 1− p by q.

Assuming that the message bits of LTSB steganography are randomly em-
bedded in the image, it can be gained that

ρ(0000, P ) = q4;
ρ(0001, P ) = ρ(0010, P ) = ρ(0100, P ) = ρ(1000, P ) = q3p;
ρ(0011, P ) = ρ(0110, P ) = ρ(1100) = ρ(0101, P ) = ρ(1010, P ) = ρ(1001, P ) = q2p2;
ρ(0111, P ) = ρ(1110, P ) = ρ(1101, P ) = ρ(1011, P ) = qp3;
ρ(1111, P ) = p4

(5)

As a convention, Z or Z ′ denote each multiset, depending on whether the mul-
tiset is obtained from the original image or stego image after LTSB embedding.
The same convention also applies to sample values such that (u, v) and (u′, v′)
are the values of a sample pair before and after LTSB embedding. Consider that
the message bits are randomly scattered in the LTSB below. So the conversion
relations between the states depicted by Table 2 fetch the equation (6) (A proof
of (6) is presented in Appendix A in order not to disrupt the presentation of our
main ideas).

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∣
∣R1X

′
4m−1

∣
∣

∣
∣X ′

4m−1

∣
∣− ∣∣R1X

′
4m−1

∣
∣

∣
∣X ′

4m−2

∣
∣

∣
∣X ′

4m−3

∣
∣

|D′
4m|∣

∣Y ′
4m+3

∣
∣

∣
∣Y ′

4m+2

∣
∣

∣
∣Y ′

4m+1

∣
∣− ∣∣R15Y

′
4m+1

∣
∣

∣
∣R15Y

′
4m+1

∣
∣

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= A×

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

|R1X4m−1|
|X4m−1| − |R1X4m−1|
|X4m−2|
|X4m−3|
|D4m|
|Y4m+3|
|Y4m+2|
|Y4m+1| − |R15Y4m+1|
|R15Y4m+1|

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(6)
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where

A =

⎛

⎜
⎜
⎜
⎜
⎝

q4 qp3 q3p q2p2 q2p2 q2p2 qp3 q3p p4

2qp3 q4 + q2p2 2q2p2 2q3p q3p + qp3 2qp3 2q2p2 p4 + q2p2 2q3p

2q3p 2q2p2 q4 + q2p2 2q3p q3p + qp3 2qp3 p4 + q2p2 2q2p2 2qp3

q2p2 q3p q3p q4 q2p2 p4 qp3 qp3 q2p2

4q2p2 2q3p + 2qp3 2q3p + 2qp3 4q2p2 2q2p2 + q4 + p4 4q2p2 2q3p + 2qp3 2q3p + 2qp3 4q2p2

q2p2 qp3 qp3 p4 q2p2 q4 q3p q3p q2p2

2qp3 2q2p2 p4 + q2p2 2qp3 q3p + qp3 2q3p q4 + q2p2 2q2p2 2q3p

2q3p p4 + q2p2 2q2p2 2qp3 q3p + qp3 2q3p 2q2p2 q4 + q2p2 2qp3

p4 q3p qp3 q2p2 q2p2 q2p2 q3p qp3 q4

⎞

⎟
⎟
⎟
⎟
⎠

Because of the fact that Cm can be divided into seven submultisets D4m,
X4m−1, X4m−2, X4m−3, Y4m+1, Y4m+2, Y4m+3, which can be known from the
definitions of sixteen submultisets, the below equation can be outlined.

|Cm| = |X4m−1|+ |X4m−2|+ |X4m−3|+ |D4m|+ |Y4m+1|+ |Y4m+2|+ |Y4m+3| (7)

And since Cm will not vary after LTSB embedding, it follows that Cm = C′
m,

viz.

|Cm| =
∣
∣X ′

4m−1

∣
∣+
∣
∣X ′

4m−2

∣
∣+
∣
∣X ′

4m−3

∣
∣+|D′

4m|+
∣
∣Y ′

4m+1

∣
∣+
∣
∣Y ′

4m+2

∣
∣+
∣
∣Y ′

4m+3

∣
∣ (8)

Solve the equation (6) and apply (7) and (8), then it can be obtained that
(which are proved in Appendix B.)

(1− 2p)4(|Y4m+1|+ 2 |Y4m+2|+ 3 |Y4m+3|)
= 10p4 |Cm|+ 4p3(

∣
∣X ′

4m−1

∣
∣+ 2

∣
∣X ′

4m−2

∣
∣+ 3

∣
∣X ′

4m−3

∣
∣− 3

∣
∣Y ′

4m+3

∣
∣− 2

∣
∣Y ′

4m+2

∣
∣

− ∣∣Y ′
4m+1

∣
∣− 5 |Cm|) + p2(−5

∣
∣X ′

4m−1

∣
∣+
∣
∣R1X

′
4m−1

∣
∣− 9

∣
∣X ′

4m−2

∣
∣− 12

∣
∣X ′

4m−3

∣
∣

+24
∣
∣Y ′

4m+3

∣
∣+ 15

∣
∣Y ′

4m+2

∣
∣+
∣
∣R15Y

′
4m+1

∣
∣+ 7

∣
∣Y ′

4m+1

∣
∣+ 13 |Cm|)

+p(2
∣
∣X ′

4m−1

∣
∣− ∣∣R1X

′
4m−1

∣
∣+ 3

∣
∣X ′

4m−2

∣
∣+ 3

∣
∣X ′

4m−3

∣
∣− 15

∣
∣Y ′

4m+3

∣
∣− 9

∣
∣Y ′

4m+2

∣
∣

− ∣∣R15Y
′
4m+1

∣
∣− 4

∣
∣Y ′

4m+1

∣
∣− 3 |Cm|) +

∣
∣Y ′

4m+1

∣
∣+ 2

∣
∣Y ′

4m+2

∣
∣+ 3

∣
∣Y ′

4m+3

∣
∣

(9)
and

(1− 2p)4(|X4m−1|+ 2 |X4m−2|+ 3 |X4m−3|)
= 10p4 |Cm|+ 4p3(− ∣∣X ′

4m−1

∣
∣− 2

∣
∣X ′

4m−2

∣
∣− 3

∣
∣X ′

4m−3

∣
∣+ 3

∣
∣Y ′

4m+3

∣
∣

+2
∣
∣Y ′

4m+2

∣
∣+
∣
∣Y ′

4m+1

∣
∣− 5 |Cm|) + p2(7

∣
∣X ′

4m−1

∣
∣+
∣
∣R1X

′
4m−1

∣
∣+ 15

∣
∣X ′

4m−2

∣
∣

+24
∣
∣X ′

4m−3

∣
∣− 12

∣
∣Y ′

4m+3

∣
∣− 9

∣
∣Y ′

4m+2

∣
∣+
∣
∣R15Y

′
4m+1

∣
∣− 5

∣
∣Y ′

4m+1

∣
∣+ 13 |Cm|)

+p(−4
∣
∣X ′

4m−1

∣
∣− ∣∣R1X

′
4m−1

∣
∣− 9

∣
∣X ′

4m−2

∣
∣− 15

∣
∣X ′

4m−3

∣
∣+ 3

∣
∣Y ′

4m+3

∣
∣

+3
∣
∣Y ′

4m+2

∣
∣− ∣∣R15Y

′
4m+1

∣
∣+ 2

∣
∣Y ′

4m+1

∣
∣− 3 |Cm|)

+
∣
∣X ′

4m−1

∣
∣+ 2

∣
∣X ′

4m−2

∣
∣+ 3

∣
∣X ′

4m−3

∣
∣

(10)
Interchange m with m + 1 in (10),

(1− 2p)4(|X4m+3|+ 2 |X4m+2|+ 3 |X4m+1|)
= 10p4 |Cm+1|+ 4p3(− ∣∣X ′

4m+3

∣
∣− 2

∣
∣X ′

4m+2

∣
∣− 3

∣
∣X ′

4m+1

∣
∣

+3
∣
∣Y ′

4m+7

∣
∣+ 2

∣
∣Y ′

4m+6

∣
∣+
∣
∣Y ′

4m+5

∣
∣− 5 |Cm+1|)

+p2(7
∣
∣X ′

4m+3

∣
∣+
∣
∣R1X

′
4m+3

∣
∣+ 15

∣
∣X ′

4m+2

∣
∣+ 24

∣
∣X ′

4m+1

∣
∣

−12
∣
∣Y ′

4m+7

∣
∣− 9

∣
∣Y ′

4m+6

∣
∣+
∣
∣R15Y

′
4m+5

∣
∣− 5

∣
∣Y ′

4m+5

∣
∣+ 13 |Cm+1|)

+p(−4
∣
∣X ′

4m+3

∣
∣− ∣∣R1X

′
4m+3

∣
∣− 9

∣
∣X ′

4m+2

∣
∣− 15

∣
∣X ′

4m+1

∣
∣

+3
∣
∣Y ′

4m+7

∣
∣+ 3

∣
∣Y ′

4m+6

∣
∣− ∣∣R15Y

′
4m+5

∣
∣+ 2

∣
∣Y ′

4m+5

∣
∣− 3 |Cm+1|)

+
∣
∣X ′

4m+3

∣
∣+ 2

∣
∣X ′

4m+2

∣
∣+ 3

∣
∣X ′

4m+1

∣
∣

(11)
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Based on assumption (4), educe the following equation from (9)∼(11)

10p4(|Cm| − |Cm+1|) + 4p3(
∣
∣X ′

4m−1

∣
∣+ 2

∣
∣X ′

4m−2

∣
∣+ 3

∣
∣X ′

4m−3

∣
∣+
∣
∣X ′

4m+3

∣
∣

+2
∣
∣X ′

4m+2

∣
∣+ 3

∣
∣X ′

4m+1

∣
∣− 3

∣
∣Y ′

4m+3

∣
∣− 2

∣
∣Y ′

4m+2

∣
∣− ∣∣Y ′

4m+1

∣
∣− 3

∣
∣Y ′

4m+7

∣
∣

−2
∣
∣Y ′

4m+6

∣
∣− ∣∣Y ′

4m+5

∣
∣+ 5 |Cm+1| − 5 |Cm|)

+p2(7
∣
∣Y ′

4m+1

∣
∣+
∣
∣R15Y

′
4m+1

∣
∣+ 15

∣
∣Y ′

4m+2

∣
∣+ 24

∣
∣Y ′

4m+3

∣
∣+ 5

∣
∣Y ′

4m+5

∣
∣

+9
∣
∣Y ′

4m+6

∣
∣+ 12

∣
∣Y ′

4m+7

∣
∣+
∣
∣R1X

′
4m−1

∣
∣− 5

∣
∣X ′

4m−1

∣
∣− 9

∣
∣X ′

4m−2

∣
∣− 12

∣
∣X ′

4m−3

∣
∣

−7
∣
∣X ′

4m+3

∣
∣− ∣∣R1X

′
4m+3

∣
∣− 15

∣
∣X ′

4m+2

∣
∣− 24

∣
∣X ′

4m+1

∣
∣

− ∣∣R15Y
′
4m+5

∣
∣+ 13 |Cm| − 13 |Cm+1|)

+p(2
∣
∣X ′

4m−1

∣
∣+ 3

∣
∣X ′

4m−2

∣
∣+ 3

∣
∣X ′

4m−3

∣
∣+ 4

∣
∣X ′

4m+3

∣
∣+
∣
∣R1X

′
4m+3

∣
∣+ 9

∣
∣X ′

4m+2

∣
∣

+15
∣
∣X ′

4m+1

∣
∣+
∣
∣R15Y

′
4m+5

∣
∣− 4

∣
∣Y ′

4m+1

∣
∣− 9

∣
∣Y ′

4m+2

∣
∣− 15

∣
∣Y ′

4m+3

∣
∣− 2

∣
∣Y ′

4m+5

∣
∣

−3
∣
∣Y ′

4m+6

∣
∣− 3

∣
∣Y ′

4m+7

∣
∣− ∣∣R1X

′
4m−1

∣
∣− ∣∣R15Y

′
4m+1

∣
∣+ 3 |Cm+1| − 3 |Cm|)

+
∣
∣Y ′

4m+1

∣
∣+ 2

∣
∣Y ′

4m+2

∣
∣+ 3

∣
∣Y ′

4m+3

∣
∣− ∣∣X ′

4m+3

∣
∣− 2

∣
∣X ′

4m+2

∣
∣− 3

∣
∣X ′

4m+1

∣
∣

= 0
(12)

While m = 0, the equation (13) below can be obtained based on the conversion
relations between states in the finite-state machine depicted in Table 3 (A proof
of (13) is given in Appendix C).

⎛

⎜
⎜
⎜
⎜
⎝

|R1Y
′
1 |

|Y ′
1 | − |R1Y

′
1 |

|Y ′
2 |
|Y ′

3 |
|D′

0|

⎞

⎟
⎟
⎟
⎟
⎠

= B ×

⎛

⎜
⎜
⎜
⎜
⎝

|R1Y1|
|Y1| − |R1Y1|
|Y2|
|Y3|
|D0|

⎞

⎟
⎟
⎟
⎟
⎠

(13)

where

B =

⎛

⎝

q4 + p4 q3p + qp3 q3p + qp3 2q2p2 2q2p2

2(q3p + qp3) q4 + 2q2p2 + p4 4q2p2 2(q3p + qp3) 2(q3p + qp3)
2(q3p + qp3) 4q2p2 q4 + 2q2p2 + p4 2(q3p + qp3) 2(q3p + qp3)
2q2p2 q3p + qp3 q3p + qp3 q4 + p4 2q2p2

4q2p2 2(q3p + qp3) 2(q3p + qp3) 4q2p2 q4 + 2q2p2 + p4

⎞

⎠ .

The below equation can be educed from equation (13) (A proof of (14) is
given in Appendix C).

(1− 2p)4(|Y1|+ 2 |Y2|+ 3 |Y3|)
= 20p4 |C0| − 40p3 |C0|+ p2(2 |Y ′

1 |+ 2 |R1Y
′
1 |+ 6 |Y ′

2 |+ 12 |Y ′
3 |+ 26 |C0|)

+p(−2 |Y ′
1 | − 2 |R1Y

′
1 | − 6 |Y ′

2 | − 12 |Y ′
3 | − 6 |C0|) + |Y ′

1 |+ 2 |Y ′
2 |+ 3 |Y ′

3 |
(14)

Interchange m with 0 in (11),

(1− 2p)4(|X3|+ 2 |X2|+ 3 |X1|)
= 10p4 |C1|+ 4p3(− |X ′

3| − 2 |X ′
2| − 3 |X ′

1|+ 3 |Y ′
7 |+ 2 |Y ′

6 |+ |Y ′
5 | − 5 |C1|)

+p2(7 |X ′
3|+ |R1X

′
3|+ 15 |X ′

2|+ 24 |X ′
1| − 12 |Y ′

7 |
−9 |Y ′

6 |+ |R15Y
′
5 | − 5 |Y ′

5 |+ 13 |C1|)
+p(−4 |X ′

3| − |R1X
′
3| − 9 |X ′

2| − 15 |X ′
1|+ 3 |Y ′

7 |
+3 |Y ′

6 | − |R15Y
′
5 |+ 2 |Y ′

5 | − 3 |C1|) + |X ′
3|+ 2 |X ′

2|+ 3 |X ′
1|

(15)
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Finally, based on assumption (4), we can educe the following equation from
(14) and (15)

p4(20 |C0| − 10 |C1|)
+4p3(|X ′

3|+ 2 |X ′
2|+ 3 |X ′

1| − 3 |Y ′
7 | − 2 |Y ′

6 | − |Y ′
5 |+ 5 |C1| − 10 |C0|)

+p2(2 |Y ′
1 |+ 2 |R1Y

′
1 |+ 6 |Y ′

2 |+ 12 |Y ′
3 |+ 5 |Y ′

5 |+ 9 |Y ′
6 |+ 12 |Y ′

7 |
−7 |X ′

3| − |R1X
′
3| − 15 |X ′

2| − 24 |X ′
1| − |R15Y

′
5 |+ 26 |C0| − 13 |C1|)

+p(4 |X ′
3|+ |R1X

′
3|+ 9 |X ′

2|+ 15 |X ′
1|+ |R15Y

′
5 | − 2 |Y ′

1 | − 2 |R1Y
′
1 |

−6 |Y ′
2 | − 12 |Y ′

3 | − 3 |Y ′
7 | − 3 |Y ′

6 | − 2 |Y ′
5 | − 6 |C0|+ 3 |C1|)

+ |Y ′
1 |+ 2 |Y ′

2 |+ 3 |Y ′
3 | − |X ′

3| − 2 |X ′
2| − 3 |X ′

1| = 0

(16)

All coefficients in quartic equation (12) and (16) can be counted from the
image being examined for possible presence of LTSB embedding. Then, we can
solve the equation (12) or (16) for p, 0 ≤ p ≤ 0.5, which is a quarter of the
estimated length of the embedded message.

4 Improving the Accuracy of Estimate

From Section 3, it can be seen that the proposed LTSB steganalytic technique
hinges on assumption (4), and the estimated value 4p̂ primarily depends on the
actual difference εm of assumption (4),

εm = |Y4m+1|+ 2 |Y4m+2|+ 3 |Y4m+3| − 3 |X4m+1| − 2 |X4m+2| − |X4m+3| (17)

In order to improve the accuracy of the estimated algorithm, it is necessary
to make |εm| as small as possible.

However, a more robust estimate of hidden message length can be obtained
by combining trace multisets across a range of m values in which |εm| is small.
For arbitrary 1 ≤ i ≤ j ≤ 2b−2 − 1, use ∪j

m=iR1X4m−1, ∪j
m=iR2X4m−1,. . . ,

∪j
m=iR16Y4m+1 instead of R1X4m−1, R2X4m−1,. . . , R16Y4m+1 in the finite-state

machine depicted by Table 2, and extend Cm to ∪j
m=iCm. The multiset ∪j

m=iCm

is unbiased because the sixteen unions of trace multisets considered above are
unbiased. Based on those, we can make the assumption

E
{
3
∣
∣
∣∪j

m=iX4m+1

∣
∣
∣+ 2

∣
∣
∣∪j

m=iX4m+2

∣
∣
∣+
∣
∣
∣∪j

m=iX4m+3

∣
∣
∣
}

= E
{∣
∣
∣∪j

m=iY4m+1

∣
∣
∣+ 2

∣
∣
∣∪j

m=iY4m+2

∣
∣
∣+ 3

∣
∣
∣∪j

m=iY4m+3

∣
∣
∣
} (18)

which is a more relaxed condition to satisfy than the hypothesis (4). In other
words,

∣
∣
∣
∑j

m=i εm

∣
∣
∣ tends to be significantly smaller than |εm| for a fixed m,

which is a determining factor of the accuracy of the proposed steganalytic ap-
proach. Note the equation (18) does not require the equation (4) to hold for all
m. Instead, (18) only requires that for a sample pair (u, v) ∈ P with |u− v| �= 4t,
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i ≤ t ≤ j, the probabilities that the sample pair is contained in ∪j
m=i(|X4m+1| ∪

|X4m+2|∪|X4m+3|) or ∪j
m=i(|Y4m+1|∪|Y4m+2|∪|Y4m+3|) satisfy the given relation

by (18).
The trace multisets ∪j

m=iR1X4m−1, ∪j
m=iR2X4m−1,· · · , ∪j

m=iR16Y4m+1,
where 1 ≤ i ≤ j ≤ 2b−2 − 1, have the same finite-state machine structure in
Table 2 if the message is embedded randomly. Based on this finite-state machine
structure and the assumption (18), the more robust equation to estimate the
value of p is held.

10p4(|C1| − |Cj+1|)
+4p3[2

∑j
m=1 (3 |X ′

4m+1|+ 2 |X ′
4m+2|+ |X ′

4m+3| − 3 |Y ′
4m+3| − 2 |Y ′

4m+2| − |Y ′
4m+1|)

+ |X ′
3| −

∣
∣X ′

4j+3

∣
∣ + 2 |X ′

2| − 2
∣
∣X ′

4j+2

∣
∣ + 3 |X ′

1| − 3
∣
∣X ′

4j+1

∣
∣

+ |Y ′
5 | −

∣
∣Y ′

4j+5

∣
∣ + 2 |Y ′

6 | − 2
∣
∣Y ′

4j+6

∣
∣+ 3 |Y ′

7 | − 3
∣
∣Y ′

4j+7

∣
∣ + 5 |Cj+1| − 5 |C1|]

+p2[12
∑j

m=1 (|Y ′
4m+1|+ 2 |Y ′

4m+2|+ 3 |Y ′
4m+3| − |X ′

4m+3| − 2 |X ′
4m+2| − 3 |X ′

4m+1|)
+5
∣
∣Y ′

4j+5

∣
∣ − 5 |Y ′

5 |+ 9
∣
∣Y ′

4j+6

∣
∣− 9 |Y ′

6 |+ 12
∣
∣Y ′

4j+7

∣
∣− 12 |Y ′

7 |+ 5
∣
∣X ′

4j+3

∣
∣ − 5 |X ′

3|
+9
∣
∣X ′

4j+2

∣
∣ − 9 |X ′

2|+ 12
∣
∣X ′

4j+1

∣
∣− 12 |X ′

1|+ |R15Y ′
5 | −

∣
∣R15Y ′

4j+5

∣
∣ + |R1X ′

3|
− ∣∣R1X ′

4j+3

∣
∣ + 13 |C1| − 13 |Cj+1|]

+p[6
∑j

m=1 (3 |X ′
4m+1|+ 2 |X ′

4m+2|+ |X ′
4m+3| − 3 |Y ′

4m+3| − 2 |Y ′
4m+2| − |Y ′

4m+1|)
+2 |X ′

3| − 2
∣
∣X ′

4j+3

∣
∣+ 3 |X ′

2| − 3
∣
∣X ′

4j+2

∣
∣ + 3 |X ′

1| − 3
∣
∣X ′

4j+1

∣
∣ + 2 |Y ′

5 | − 2
∣
∣Y ′

4j+5

∣
∣

+3 |Y ′
6 | − 3

∣
∣Y ′

4j+6

∣
∣+ 3 |Y ′

7 | − 3
∣
∣Y ′

4j+7

∣
∣ +

∣
∣R1X ′

4j+3

∣
∣ − |R1X ′

3|+
∣
∣R15Y ′

4j+5

∣
∣

− |R15Y ′
5 |+ 3 |Cj+1| − 3 |C1|]

+
∑j

m=1 (|Y ′
4m+1|+ 2 |Y ′

4m+2|+ 3 |Y ′
4m+3| − |X ′

4m+3| − 2 |X ′
4m+2| − 3 |X ′

4m+1|)
= 0

(19)

while 1 ≤ j ≤ 2b−2 − 2.
Similarly, the equation as follows holds when i = 0.

10p4(2 |C0| − |Cj+1|)
+4p3[2

∑j
m=0 (3 |X ′

4m+1|+ 2 |X ′
4m+2|+ |X ′

4m+3|)
−2
∑j

m=1 (3 |Y ′
4m+3|+ 2 |Y ′

4m+2|+ |Y ′
4m+1|)

− ∣∣X ′
4j+3

∣
∣ − 2

∣
∣X ′

4j+2

∣
∣− 3

∣
∣X ′

4j+1

∣
∣ − ∣∣Y ′

4j+5

∣
∣

−2
∣
∣Y ′

4j+6

∣
∣ − 3

∣
∣Y ′

4j+7

∣
∣ + 5 |Cj+1| − 10 |C0|]

+p2[12
∑j

m=1 (3 |Y ′
4m+3|+ 2 |Y ′

4m+2|+ |Y ′
4m+1|)

−12
∑j

m=0 (3 |X ′
4m+1|+ 2 |X ′

4m+2|+ |X ′
4m+3|)

+5
∣
∣Y ′

4j+5

∣
∣ + 9

∣
∣Y ′

4j+6

∣
∣ + 12

∣
∣Y ′

4j+7

∣
∣ + 5

∣
∣X ′

4j+3

∣
∣

+9
∣
∣X ′

4j+2

∣
∣ + 12

∣
∣X ′

4j+1

∣
∣ + 2 |Y ′

1 |+ 6 |Y ′
2 |+ 12 |Y ′

3 |
+2 |R1Y

′
1 | −

∣
∣R15Y ′

4j+5

∣
∣− ∣∣R1X ′

4j+3

∣
∣ + 26 |C0| − 13 |Cj+1|]

+p[6
∑j

m=0 (3 |X ′
4m+1|+ 2 |X ′

4m+2|+ |X ′
4m+3|)

−6
∑j

m=1 (3 |Y ′
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(20)

Solve this equation and choose the root p which is nearest to zero. Then
multiply it by 4, the result 4p is the estimated length of the embedding message.
A mass of experiments show that when i = 0, j = 15, and the sample pairs are
composed of adjacent samplesthe estimated value is the most accurate.
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5 Experimental Results

476 images in CBIB Image Database[11] and 24 standard images in Appendix
D are collected and converted into 8-bit grayscale images. Then a new set of 500
cover images is created from these images. The proposed LTSB steganalytical
technique is implemented and tested on this set of 500 continuous-tone images.
The test set includes a wide range of natural images, from natural scenery to
man-made objects like buildings and from panoramic views to close-up portraits.
This makes the test results to be reported in this section indicative of the per-
formance of the proposed steganalytical technique in reality. 22 groups of image
are obtained by embedding 0 bpp, 0.05 bpp, 0.1 bpp, 0.2 bpp, . . . , 1.9 bpp and
2.0 bpp message into the LTSBs of each image. To evaluate the performance of
the new proposed detection method, these images are detected with QEM, LSM,
SPA, hypo LSM and hypo SPA (all the pixel values are shifted 1 bit to the right,
then applied SPA or LSM again) steganalysis methods.

First, the QEM method is applied to the set of 24 images in Appendix D and
the estimated length of each image is given in Fig.1. The figure demonstrates that
estimate values of the embedding ratio are close to the actual values, especially
when the actual value is less than 170%. When the actual value of embedding
ratio is too big, the estimate values become further away from the actual values,
but the average estimate values still are reliable.

Fig. 1. Estimated embedding length of each image in Appendix D with different em-
bedding rate gained with QEM
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(a) ROC diagrams of QEM, LSM and hypo LSM

(b) ROC diagrams of QEM, SPA and hypo SPA

Fig. 2. ROC diagrams for 500 images with LTSB embedding at 0.05 bpp

Like the literatures [7] and [8], in order to compare the performance of QEM
with those of other steganalysis methods, the Receiver Operating Characteristics
(ROC) diagrams are given in Fig.2 and Fig.3 with LTSB embedding at 0.05 bpp
and 0.1 bpp. Fig.2 and Fig.3 show that for LTSB embedding QEM works most
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(a) ROC diagrams of QEM, LSM and hypo LSM

(b) ROC diagrams of QEM, SPA and hypo SPA

Fig. 3. ROC diagrams for 500 images with LTSB embedding at 0.1 bpp

effectively. Especially, the receivability of QEM becomes more apparent when
LTSB embedding rate is lower than 0.1 bpp. In this paper, FPR means the false
positive rate, TPR means the true positive rate.
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(a)The comparison among Cauchy locations of QEM, LSM and hypo LSM for
different embedding rates

(b)The comparison among Cauchy locations of QEM, SPA and hypo SPA for
different embedding rates

Fig. 4. Cauchy locations for 500 images with LTSB embedding

Since current length-estimating attacks face a high number of outliers, liter-
ature [12] showed that the errors for length estimations follow a Cauchy distri-
bution better. So the accuracy of QEM is compared with those of LSM, hypo
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LSM, SPA and hypo SPA on the location parameter of the Cauchy distribu-
tion. Namely, the location parameter of Cauchy distribution is used to instead
of mean value. And the scale parameters of Cauchy distribution are given to tell
the relative departure of estimated length of LTSB overwriting.

From Fig.4, it can be concluded that the proposed method outperforms LSM,
hypo LSM, SPA and hypo SPA. The value of Cauchy location parameter with
LSM, hypo LSM, SPA or hypo SPA is only about half of the actual embedding
rate, but that of QEM is very close to the actual value. Fig.5 shows that the
estimated embedding rate of QEM has considerable low departures of Cauchy
location value.

Fig. 5. Cauchy scales for 500 images with LTSB embedding

Because the new method is introduced to detect LTSB embedding, it does
not act as well as LSM and SPA for LSB embedding. As can be seen from Fig.6,
with the actual LSB embedding rate increasing from 0 to 1 bpp, the Cauchy
location values is lower than half of the actual embedding rate about 0 bpp to
0.08 bpp. However, it still has higher reliability to detect LSB stego images by
QEM, which can be seen from Fig.7.

When three groups of images are embedded into 0.1bpp message by LSB, hypo
LSB and LTSB embedding, then QEM, LSM, hypo LSM, SPA and hypo LSM
are applied to detect them. The ROC diagrams of them are plotted in Fig.8(a)
and Fig.8(b). It can be found from Fig.8(a) and Fig.8(b) that QEM can detect
those stego images with considerably high reliability, however LSM, hypo LSM,
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Fig. 6. Cauchy locations for 500 images with LSB embedding

Fig. 7. ROC diagram of QEM for 500 images with LSB embedding at 0.1 bpp

SPA and hypo SPA do not perform very well. The results show that QEM not
only can detect LTSB embedding precisely, but also can detect LSB embedding
and hypo LSB embedding with rather high reliability.
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(a)The ROC diagrams of QEM, LSM and hypo LSM

(b)The ROC diagrams of QEM, SPA and hypo SPA

Fig. 8. ROC diagrams for three groups of images with LSB embedding, hypo LSB
embedding and LTSB embedding at 0.1 bpp

6 Conclusions

This paper discusses the LTSB steganalytical technique, and presents a detection
method based on quartic equation (QEM). This method constructs a finite-state
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machine based on image pixel sample pairs, and then builds a quartic equation
via the states conversion relation. The estimated value is gained by solving this
equation. In order to improve the accuracy of estimate algorithm, a more robust
equation is built based on a more reliable assumption. It is concluded from
extensive experiments that this approach can estimate the length of the LTSB
embedded message with high precision. However, if message is only embedded
into LSB plane, the assumption presented in this paper is not as desirable as
those of SPA method, thus the estimate precision of the embedding ratio is not
as high as that of the classic LSB steganalysis. But when the three kinds of stego
images with LSB, hypo LSB and LTSB steganography are mixed, QEM have an
obvious advantage in correct detection ratio than SPA and LSM steganalysis.
How to improve the estimate precision of QEM for LSB steganography and how
to identify the stego bit planes, unify the LSB, hypo LSB and LTSB steganalysis
are our research directions in future.
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Appendix A: Proof of Equations (6)

Based on the conversion relations among all sixteen states in the finite-state
machine depicted by Table 2, we have
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It can be derived from the definitions of sixteen submultisets that
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To unite the components in (21) by the form of (22), then (6) is obtained.

Appendix B: Proof of Equations (9) and (10)

After uniting the components of equation (6) in the forms of
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After uniting the components of equation (6) in the forms of
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Regard |R1X4m−1|, |X4m−1|, |X4m−2|, |X4m−3|, |D4m|, |Y4m+3|, |Y4m+2|,
|Y4m+1| and |R15Y4m+1| as unknown quantities and others as known quanti-
ties, then (25) can be gained by using Matlab to solve the symbol equation (6).
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By multiplying by (1− 2p)2 both sides of (24) and adding the obtained equa-
tion to (25), we obtain
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And by multiplying by (1− 2p)3 both sides of (23), we obtain
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Subtracting (27) from (26) leads to (7).
Adding (26) and (27) results in (after making the necessary cancellations and

simplification) (10).

Appendix C: Proof of Equations (13) and (14)

Based on the conversion relations between state R1Y1 and all eight states in the
finite-state machine depicted by Table 3, we have

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

|R1Y
′
1 |

|R2Y
′
1 |

|R3Y
′
1 |

|R4Y
′
2 |

|R5Y
′
2 |

|R6Y
′
3 |

|R7D
′
0|

|R8D
′
0|

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= G×

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

|R1Y1|
|R2Y1|
|R3Y1|
|R4Y2|
|R5Y2|
|R6Y3|
|R7D0|
|R8D0|

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(28)



LTSB Steganalysis Based on Quartic Equation 89

where
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It can be derived from the definitions of eight submultisets that
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To unite the components in (28) by the form of (29), then (13) is obtained.
Because of the fact that C0 can be divided into seven submultisets D0, Y1,

Y2, Y3, followed equation can be had.

|C0| = |D0|+ |Y1|+ |Y2|+ |Y3| (30)

And since C0 will not vary after LTSB embedding, it follows that C0 = C′
0,

viz.
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2 |+ |Y ′
3 | (31)

After uniting the components of equation (13) in the forms of
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and
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and applying the equation (7), then |R1Y1| and |R1Y
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1 | will be eliminated and

followed equation can be obtained.
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3 |) + 4(p2 − p) |C0| (32)

Regard |R1Y1|, |Y1|, |Y2| and |Y3| as unknown quantities and others as known
quantities, then (33) can be gained by using Matlab to solve the symbol equation
(13).
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(33)

After doing the operation (32)×(1 − 2p)2+(33) on equations (32) and (33),
(14) is obtain.
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Appendix D: 24 Typical Images
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Abstract. The need for secure communication of high value 3D virtual
objects is becoming very important as a consequence of an increasing
activity in simulation, entertainment, industrial design and cultural he-
ritage. Secure communications of intangibles rely on cryptography and on
watermarking of the transmitted objects to protect them against modifi-
cations (authentication watermarks) and redistributions (tracing forensic
watermarks). While watermarking of image, audio and video is reaching
maturity, 3D watermarking is still a technology in its infancy. Up to now,
3D watermarking has mainly focused on triangle meshes which are the
most used digital representations of the shape of a 3D model. We show
in this paper how recent signal processing techniques applied to meshes
pave the way towards blind and robust watermarking of 3D shapes. We
propose a survey of existing techniques and discuss their robustness, im-
perceptibility, capacity and security constraints.

1 Introduction

Over the last decennium, the digital rights management (DRM) problem of
protecting data from theft and misuse has been addressed for many information
types, including software code, digital images, videos and audio files. Demand for
ways to similarly protect 3D graphical models is significantly growing. Scanned
cultural heritage sculptures and artifacts, collaborative designed industrial mo-
dels, graphical models used for online commerce or entertainment are examples
of highly valuable contents that developers and owners are reluctant to distribute
without control over piracy and reuse. This is the reason why there is an increa-
sing need for watermarking of 3D models.

However, due to the very particular specificities of 3D objects, 3D watermar-
king is far from the maturity of watermarking algorithms dedicated to regularly
sampled signals such as audio, image and video watermarking. 3D watermar-
king must cope with several challenging issues such as the non-euclidian nature
of 3D meshes representing shapes as well as their usually irregular sampling
which make difficult the extension of signal processing well-known tools. Other
issues are related to the lack of adapted perceptive quality assessment tools, the
variety of 3D attacks and the absence of consensus on 3D watermarking schemes

Y.Q. Shi (Eds.): Transactions on DHMS II, LNCS 4499, pp. 91–115, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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requirements. It turns out that protecting a given 3D shape is very challen-
ging knowing it can be represented with the same approximation error by many
different meshes.

This survey first illustrates these specific problems and then presents a de-
tailed overview of existing 3D mesh or 3D shape watermarking schemes. Section
2 introduces basic definitions and Sect. 3 presents an overview on 3D watermar-
king applications and 3D watermarking schemes requirements. Emphasis is put
on the wide variety of 3D attacks and the challenges they pose for watermarking
schemes. This section also focuses on watermark (and attack) imperceptibili-
ty assessing. Then Sect. 4 proposes a survey of existing watermarking schemes
by highlighting their respective contributions and limitations. These schemes
are classified by their embedding domain, distinguishing spatial, transform, at-
tribute and compression domains. We present the intuition and main ideas of
each referenced watermarking scheme and, where possible, we discuss their opti-
mality in terms of robustness, capacity, imperceptibility and security. Section 5
concludes this survey by highlighting future research trends and remaining open
issues.

2 Basic Definitions

3D virtual objects approximate a surface in the three-dimensional space. These
objects can be represented by different structures such as polygonal (or triangle)
meshes, parametric surfaces (such as Non-Uniform Rational B-Splines (NURBS),
Bézier splines, Catmull-Rom splines...), point-sampled surfaces, implicit surfaces,
voxel-based representations etc. However, the triangle is the basic geometric
primitive for standard graphics rendering hardware and for many simulation
algorithms. This fact partially explains why much of the work in the area of 3D
watermarking deals with 3D triangle meshes. Although some schemes have been
proposed to watermark NURBS (e.g. [36,31]) and point-sampled surfaces (e.g.
[16]), we restrict this survey to 3D mesh watermarking schemes.

A 3D triangle mesh M can be seen as the embedding in the 3D space of
geometric primitives: vertices, edges and faces (V, E, F ). The set of these pri-
mitives are often referred to as the connectivity of the mesh. The embedding of
vertices in the 3D space is named geometry and is represented by the set of the
vertex coordinates (x, y, z). The vertices are also commonly referred to as points
or nodes. Their number is noted n and ranges from 103 to 109.

Another important notion is the topology of a 3D mesh. This word is frequently
used with different meanings in papers related to Computer Graphics and speci-
fically to 3D watermarking. Indeed, topology can be referred to as:

– a synonym of connectivity [11].
– a description of the local geometric configuration of a face or vertex neigh-

borhood [35].
– the mathematical study of the properties (genus, Euler characteristic, ...) of

geometric solids or figures that are not changed by homeomorphisms [55].



From 3D Mesh Data Hiding to 3D Shape Blind and Robust Watermarking 93

These definitions are very different even though connectivity properties depend
on the shape topology. In order to avoid confusions, we distinguish these different
meanings by respectively naming them connectivity, local geometric configura-
tion and shape topology [55].

3 3D Watermarking Applications and Requirements

This section presents the application context of 3D watermarking as well as the
requirements of such applications. Readers not acquainted with watermarking
vocabulary may find an excellent introduction in [17].

3.1 3D Watermarking Applications

3D watermarking applications may be classified following the general consensus
on digital media watermarking [33]:

– Intellectual Property Rights (IPR) protection applications: This class of ap-
plications includes copyright protection, fingerprinting, usage control and
forensic. For these applications, watermarking schemes are used to robustly
convey information about content ownership and IPR.

– Content verification applications: The goal of the watermarking scheme in
this case is to indicate whether the content has undergone any alteration
and, in certain cases, to determine the type and location of such alteration.
These applications are authentication and integrity checking.

– Data Hiding applications: In this class of applications, watermarks aim at
conveying hidden information which is related or not to the content. Content-
related information is mainly used for functionality enhancement purposes
or for adding value to the content. Other kinds of hidden information are
more related to steganography purposes.

The requirements of these three classes of application contexts are obviously
very different. They are often described in terms of capacity, robustness, imper-
ceptibility and security [17]. These watermarking scheme features are the topic
of the following subsections.

3.2 Robustness and Attacks

Robustness concerns the ability of the embedded watermark to resist against a
given class of usual or malicious manipulations of the content. These manipu-
lations are often called attacks. General watermarking attacks can be classified
in four categories following the analysis of Voloshynovskiy et al. [49]: removal
attacks, geometrical attacks, cryptographic attacks, and protocol attacks. Such
a classification has not been proposed yet for 3D watermarking attacks. In this
survey, we follow the classification used by most authors of 3D watermarking
papers.
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– Similarity and affine transforms: Rotation, uniform scaling and translation
(RST) transforms are mesh geometry modifications which are considered as
common mesh manipulations. They are often referred to as similarity trans-
forms and may be seen as the minimal requirement for a 3D watermarking
scheme. Non-uniform scaling, shear, projective distortions are examples of
more general affine transforms which are usually considered as intentional
degradations of the mesh shape [4].

– Noising and de-noising: Noising attacks are usually performed by white gaus-
sian noise addition on vertex coordinates. De-noising is usually performed
by Laplacian smoothing [45]. This filter iteratively places each point in the
barycenter of its point neighborhood. Other filters, described later in this
paper, include curvature flow and transform domain smoothing.

– Connectivity attacks: Connectivity attacks modify the mesh adjacency infor-
mation without modifying geometry. Among these attacks, vertex reordering
is a manipulation which may desynchronize hidden data without any geom-
etry or topology modification. Indeed, on the contrary of audio and image,
the order of 3D mesh samples has no physical meaning. This attack has also
been classified as a distortion-less attack in [18]. Re-triangulation is another
connectivity attack which modifies triangles by edge flips.

– Sampling (or re-sampling) attacks: Sampling attacks are here referred to
as attacks which modify the mesh geometry and connectivity but leaving
its shape topology unchanged. These attacks are very common in practice
and the most varied and challenging for a robust watermarking scheme [9].
In fact, a watermark aiming at protecting the 3D model shape should be
robust to any modification of the sampling that preserves the shape visual
perception. Sampling modifications include mesh simplification (removal of
points and faces commonly used for a faster rendering [23]), mesh refinement
(addition of points and faces usually by subdivision) and remeshing (local
or global point density and connectivity changes)[2].

– Topological attacks: Topological attacks are complex attacks which may
change the topological features of the mesh shape [55] (topological thus
refers to shape topology). Cropping is the most well-known attack of this
class. Most cropping attacks significantly degrade the shape but some of
them preserve important parts of the shape that should also be protected
(for example the head of the Michelangelo’s David statue). Other possible
attacks include imperceptible cuts and hole filling [55].

– Compression attacks: Since there is still no widely used mesh compression
standard [1], the usual way to test the robustness of a watermarking scheme
against compression algorithms consists in testing point coordinates quanti-
zation. This test also covers the truncation of vertex coordinates mantissas
in effect of format conversion attacks.

– Geometrical deformations:These attacks are usually not handled in the litera-
ture with exception to [20] which proposes bending invariant signatures. Other
complex geometrical transforms include mesh editing, mesh morphing and lo-
cal deformations (for example addition of imperceptible small bumps [9]).
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This list is of course not exhaustive but illustrates the relative wider variety of
attacks a 3D watermarking scheme may undergo when compared with audio,
image and video watermarking. It is obvious that neither watermarking nor
attacks should affect the content so that the consecutive distortions become
perceptible.

3.3 Imperceptibility

Assessing whether two shapes are differently perceived when rendered on a 2D
screen is a difficult yet necessary task to evaluate imperceptibility. Most met-
rics used for benchmarking 3D watermarking schemes have been developed in the
field of mesh simplification [23]. These are the Hausdorff distance, the Root Mean
Square Error (RMSE) (a.k.a. Vertex Signal-to-Noise Ratio (VSNR)) and the Ge-
ometric Laplacian Distortion Metric. The Hausdorff distance is based on a point
to surface distance [14], the RMSE and VSNR are based on mean point-to-point
Euclidian distances [15] and the Geometric Laplacian proposed by Karni et al. [28]
can be seen as the mean between point-to-point distances and a local smoothness
evaluation. However, these metrics give poor estimations of the perception of the
mesh shape since the human eye is much more sensitive to perturbations of a sur-
face smoothness by random additive noise than to the smoothing of an already
smooth surface yet producing the same metric error (Fig. 1).

(a) (b) (C)

Fig. 1. Perception and usual 3D metrics. (a) the Stanford head model, (b) the same
model after 430 iterations of Laplacian smoothing, (c) the same model after a noise
addition of .17 percent. Comparing (a) with (b) and (a) with (c) with the RMSE metric
leads to the same score of approximately .0001 while the perceived distortion is much
more important for model (c).

As previously mentioned, many different meshes (with different connectivities
and point densities) can represent the same continuous shape with very similar
approximation errors (Fig. 2). Moreover, some lossy compression algorithms ac-
tually perform a complete remeshing of the shape as a preprocessing step [1].
Subsequently these different meshes are all representations of the same content.
A robust watermark embedded to protect such content should therefore be re-
trieved on any remeshed version of this model producing the same perceived
content through rendering.
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Fig. 2. The same shape (horse model) represented by two different triangle meshes
(data courtesy of Alliez and Gotsman [1]). The perception of both shapes are identical
under usual rendering conditions. Point density variations and connectivity differences
are smoothed and interpolated by usual shaders [21]. Both meshes therefore represent
the same content.

The first attempts to model watermark or distortion perceptibility have fo-
cused on geometry curvature and geometry symmetries. For revealing the pre-
sence of a watermark, Benedens [8] has proposed to use the strategy of Zhou
and Pang who present mean curvature diagrams and other curvature measures
as metrics and visualization tools [59]. In 2003, Benedens has also shown that
watermark embeddings which respect reflective and axial symmetries as well as
surface continuity are less perceptible and more robust [9]. Surface discontinuity
artifacts are generally smoothed by common interpolative shaders (Gouraud,
Phong, ... [21]). These artifacts can be seen as high-frequency perturbations of
the surface [28]. Moreover, some shape regions should be avoided for embedding
such as sharp features (very common for CAD models) and curvature-constant
regions (e.g. planar, spherical, cylindrical, ...).

Linking approximation errors with the human perception has first been ex-
plored for 3D watermarking by Corsini et al. [15], who propose a roughness-based
metric to evaluate differences between original and watermarked versions of 3D
meshes. This metric has been sucessfully validated through psycho-visual expe-
riments inspired by ITU-T norms.

Similarly, Rondao Alface et al. [42] have proposed to compare rendered 2D
images with a mutual information criterion (image-based metric). Psycho-visual
experiments have also been run for 3D watermarking attacks such as noise ad-
dition, simplification and smoothing. Touch perception through haptic devices
has also been explored to test the transparency of 3D watermarking algorithms
by Prattichizzo et al. [40].

In conclusion, most watermarking schemes and attacks are cnstrained to be
imperceptible. However, there is still a lack of standard tools enabling to assess
such imperceptibility.
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3.4 Capacity, Content and Security

Principles and intuition of 3D watermarking security do not differ much from the
general watermarking case. Capacity however deserves some more observations.
Indeed capacity is more difficult to estimate depending on the content aimed at
by the application. For authentication and data hiding applications, the mesh
representation is the content to protect. In these cases, capacity directly depends
on the number of points or faces in the mesh. For the applications related to IPR
protection, the content is the shape approximated by the mesh. The watermark-
ing capacity related to the shape certainly depends on the curvature variations
of the surface but the attempts to model it are at their very beginning (shape
analysis based on information theory [38]).

3.5 3D Watermarking Schemes Requirements

As mentioned before, there is still no widely accepted consensus on 3D water-
marking schemes requirements. Focusing on specificities related to 3D (require-
ments of general watermarking applications can be found in [17]), we present
here a synthesis of the basic requirements proposed by authors of keystone 3D
watermarking schemes [4,7,9,35,37,39,11,16,53]. These requirements depend on
the target type of 3D model (CAD models, smooth digitalized models, non-
manifold meshes ...) and on the application context. Alliez et al. have shown in
[1] their review of recent advances of 3D mesh compression that there is still no
compression algorithm that suits well for any kind of 3D mesh. These remarks
also stand for 3D watermarking. Smooth models and meshes with sharp features
or discontinuities show for example very different rate-distortion properties. The
number of points of a mesh also influences the performances of algorithms which
currently lack of scalability. Authors usually distinguish small meshes (n < 104),
large meshes (104 < n < 106) and very large meshes (n > 106).

The context of application obviously determines the requirements of the wa-
termarking scheme. Blind detection or retrieval should be preferred to informed
detection whenever the availability of the original model implies a risk of misuse
or theft [17]. Copyright protection thus demands blind detection (some side-
information can however be tolerated). Integrity and authentication also require
blind detection when the integrity of the original itself cannot be trusted. More-
over, using informed detection or retrieval necessitates the development of effi-
cient database 3D shape retrieval algorithms to compare the original with the
suspect mesh [8]. Blind detection (or retrieval) however involves many more
challenges than informed detection and still leads to poor robustness results in
practice.

Robustness requirements are the most difficult to determine. Integrity and
authentication (as well as augmented contents) watermarking schemes should
resist against RST transforms, lossless format conversion and vertex re-ordering
and be fragile against all other attacks. Cayre et al. [13] however also propose
cropping as an attack to which these schemes should be robust.

For copyright protection applications, robustness is required for all attacks
preserving the visual perception of the shape. In practice, most papers proposing
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copyright protection 3D watermarking schemes only test RST transforms, vertex
re-ordering, noise addition, compression, simplification, smoothing, cropping and
subdivision. It is considered that the visual shape is the content to protect. Other
kinds of properties of the mesh shape can also be important to protect such
as touch perception (roughness and haptic textures properties) and functional
imperceptibility. The latter concerns for example industrial CAD models which
are virtually designed and then manufactured to be part of a complex system.
Attacks and watermarks should not modify the design properties of such models.

In conclusion, each proposed watermarking scheme should carefully describe
the target application and subsequent requirements.

4 3D Watermarking Schemes

In this survey, we describe most well-known and recent contributions to 3D
watermarking. We classify them by the domain of embedding: spatial, transform,
compression and attribute domains. This classification is further subdivided in
function of the targeted application.

4.1 Spatial Domain

The 3D watermarking schemes which embed data in the spatial domain may
be classified in two main categories : Connectivity-driven watermarking schemes
and Geometry-driven watermarking schemes.

4.1.1 Connectivity-Driven Watermarking Schemes
We refer as connectivity-driven watermarking algorithms to those which make
an explicit use of the mesh connectivity (some authors also refer to topological
features, where topology must be understood as connectivity) to embed data
in the spatial domain. These schemes are typically based on a public or se-
cret traversal of all (or a subset of) the mesh triangles. The original model is
usually not needed at the detection or decoding stage, they are therefore blind
schemes. For each triangle satisfying an admissibility function, slight modifica-
tions are introduced in local invariants by changing the adjacent point positions.
As a consequence, these schemes are sensitive to noise addition. However, well-
designed embeddings may interestingly resist against some local connectivity
modifications. Three main different strategies (a.k.a. arrangements [35], see Fig.
3) enable to re-synchronize the embedded data even after re-triangulation or
cropping:

– Global arrangement: canonical traversal of all the connectivity graph.
– Local arrangement: canonical traversal of subsets of the connectivity graph.
– Subscript arrangement: explicit embedding of the localization of the infor-

mation. This implies to hide both the data bit and its subscript as well.

If subscript arrangements need to embed more information than the local or
global arrangements, they are usually more robust [11].
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Fig. 3. Embedding strategies of connectivity-driven schemes: (a) global arrangement,
(b) local arrangement, (c) indexed arrangement (data courtesy of Ohbuchi et al. [35])

Among this class of watermarking schemes, Ohbuchi et al. [35] have proposed
four different watermarking algorithms in the first work published on 3D wa-
termarking. These schemes are respectively named Triangle Similarity Quadru-
ple (TSQ), Tetrahedral Volume Ratio (TVR), Triangle Strip Peeling Sequence
(TSPS) and Macro Density Pattern (MDP). These schemes have inspired most
connectivity-driven schemes developed so far. We classify these schemes by the
application they target.

4.1.1.1 Data Hiding. Based on the fact that similar triangles may be defined by
two quantities which are invariant to rotation, uniform scaling and translation
(RST transforms), TSQ modifies ratios between triangle edge lengths or triangle
height and basis lengths. A simple traversal of the mesh triangles is proposed to
compute Macro-Embedding-Primitives (MEP). A MEP is defined by a marker
M , a subscript S and two data values D1 and D2 (see Fig.4). Decoding is simply
achieved by traversing each triangle of the mesh, identifying the MEPs thanks
to the marker triangle. Then the subscript enables to re-arrange the encoded
data D1 and D2. This scheme is invariant to RST transforms and to cropping
thanks to the subscript arrangement. As security is not dealt with, this scheme
can only be used for data hiding applications.

The invariant used by TVR is the ratio between an initial tetrahedron volume
and the volume of tetrahedron given by an edge and the its two incident trian-
gles. These ratios are slightly modified to embed the watermark and are invariant
to affine transforms. Based on a local or global arrangement, TVR is a blind
readable watermarking scheme. This scheme can only be applied on 2-manifold
meshes (each edge has at most two incident faces). Benedens has extended this
scheme to more general meshes without constraints of topology (Affine Indepen-
dent Embedding AIE [8]). These schemes are however no more robust against
cropping when compared to the TSQ scheme. These schemes can however hide
f bits in a triangle mesh of f triangles which is much more than TSQ.

The third scheme, TSPS, encodes data in triangle strips given the orientation
of the triangles. Based on a local arrangement, it presents the same robustness
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Fig. 4. On the left, Macro Embedding Primitive. For each MEP, the marker M is en-
coded by modifying the point coordinates of the triangle v1, v2, v3 so that dimension-less
ratios l14/l24, h0/l12 (lij stands for the length between vertices vi and vj) are set to spe-
cified values which will enable to retrieve marker triangles at the decoding stage. Then,
the subscript is similarly encoded by modifying v0 and subsequently l02/l01, h0/l12.
Finally, data symbols D1 and D2 are encoded in l13/l34, h3/l14 and l45/l34, h5/l24 res-
pectively. On the right, Macro Density Pattern example (data courtesy of Ohbuchi
et al. [35]).

properties than the TSQ scheme. The capacity is difficult to estimate as the
triangle strips generally do not transverse all the faces of the mesh. If it is not
competitive with TSQ or TVR, this scheme is the basis of the best stegano-
graphic schemes presented in the sequel.

Finally, Ohbuchi’s MDP is a visual watermarking method which embeds a
meshed logo in the host model by changing the local density of points (see Fig.4).
The logo is invisible with most common shading algorithms [21] but turns visible
when the edges of the mesh are rendered. However, visible watermarking of 3D
meshes has not many applications so far.

Focusing on the improvement of the mesh traversal simplicity and speed, O.
Benedens has proposed another connectivity-driven scheme: the Triangle Flood
Algorithm (TFA) [4]. This scheme uses connectivity and geometric information
to generate a unique traversal of all the mesh triangles. Point positions are
modified to embed the watermark by altering the height of the triangles and
also to enable the regeneration of the traversal. This schemes exactly embeds
f − 1 bits where f stands for the number of triangles.

4.1.1.2 Steganography. Cayre and Macq [11] have proposed a blind substitu-
tive scheme which encodes a bit in a triangle strip starting from the triangle
presenting the maximal area. This triangle strip is determined by the bits of a
secret key, and determines the location of the encoded data in the 3D mesh.
This scheme can be seen as an extension of TSPS with security properties which
make it suitable for steganography purposes. It is indeed not possible to locate
the embedded data without the knowledge of the secret key. For these reasons,
this spatial substitutive scheme can also be considered as an extension of Quan-
tized Index Modulation (QIM) schemes to 3D models.
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Still considering steganography, Wang and Cheng [54] have improved the ca-
pacity of the precedent approach. First, they resolve the initial triangle for em-
bedding by Principal Component Analysis (PCA). Next, an efficient triangular
mesh traversal method is used to generate a sequence list of triangles, which will
contain the hidden message. Finally, they embed three fixed bits per vertex for
all vertices relying on three independent degrees of freedom. As a result, they
exploit larger capacity in the 3D space. However, this capacity gain has been
reached at some expense of the proved security features of the scheme of Cayre
and Macq [11].

4.1.1.3 Authentication. Recently, Cayre et al. [13] have extended their previous
scheme by using a global optimal traversal of the mesh and an indexed embed-
ding. The authors specify the requirements of a 3D watermarking scheme for
the authentication application context. They show their scheme withstands the
attacks they consider in such context : RST transforms and cropping. For the
cropping attack, the minimum watermark segment (MWS) is computed. They
also propose a careful study of the capacity and security (in bits) of the embed-
ding, the class of robustness and the probability of false alarm. The analysis of
such features of a 3D watermarking scheme is difficult to perform for all other
connectivity-driven watermarking schemes.

In conclusion, connectivity-driven algorithms are characterized by their rela-
tive fragility and their blind decoding capabilities. The embedded watermark does
generally not resist against noise addition or global imperceptible re-triangu-
lations (with exception to MDP). They are suitable for annotation and related
applications only, with exception to more recent works which deal with the secu-
rity issue [11,54] and [13]. These have been successfully designed respectively for
steganographic and authentication purposes. Copyright or copy protection can-
not be provided by this class of schemes as they do not resist against re-sampling.

4.1.2 Geometry-Driven Watermarking Schemes
This section presents the 3D watermarking schemes which embed data in the
geometry. These schemes modify the point positions and/or the point (or face)
normals. Point normals are estimations of the local continuous surface normal
and are tied to the local shape of the mesh. On one hand, while surface sampling
determines point positions, its influence on point normals is negligible if the point
density is sufficient to accurately represent the surface. On the other hand, noise
addition affects much more point normals and curvature estimations than point
positions.

Notice some schemes need the orientation of face normals to be consistent
and cannot be applied to non-orientable surfaces such as a Möbius strip. Point
normals are usually estimated by a weighted sum of the adjacent faces normals
or adjacent point positions. This means that a modification of the connectivity
may affect the neighborhood of a point and have an impact on the point normal
measure. However, attacks which modify point normals generally have a visual
impact on the rendering of the mesh [21] and should therefore not be dealt with
by a watermarking scheme.



102 P.R. Alface and B. Macq

4.1.2.1 Data Hiding. The Vertex Flood Algorithm (VFA) [5] embeds informa-
tion in point positions. Designed for public watermarking, its high capacity is its
main feature. Given a point p in the mesh, all points are clustered in subsets (Sk)
accordingly with their distance to p. This point is the barycenter of a reference
triangle R whose edges are the closest to a predefined edge length ratio :

Sk = {pi ∈ V |k ≤ ‖pi − p‖
W

< k + 1}, 0 ≤ k ≤ �dMAX

W
� , (1)

where dMAX is the maximal distance allowed from p, and W is the width of
each set. Each non-empty subset is subdivided in m + 2 intervals in order to
encode m bits. The distance of each point in a subset is modified so that it is
placed on the middle of one of the m + 2 intervals. The first and last intervals
are not used for encoding in order to prevent modifications of point distances
which would affect the other subsets. Decoding does not need the original mesh
and is simply achieved by reading point positions the subintervals in each subset
Sk. As the scheme of Harte et al., VFA only resists against RST transforms.
Compared to connectivity-driven watermarking schemes, this scheme can achieve
higher capacity, only limited by the point sampling rate and the point position
quantization precision.

4.1.2.2 Authentication. Yeo et al. [51] have developed an authentication algo-
rithm by modifying point positions so that each mesh point verifies the following
equation:

K(I(p)) = W (L(p)) , (2)

where K(.) is the verification key, I(p) is an index value depending on point co-
ordinates, W (.) is the watermark represented by a binary matrix and L(p) gives
the location in the watermark matrix. I(p) has been designed to be dependent
on the neighborhood of point p. This interesting feature allows the detection of
cropping attacks. Compared to connectivity-driven schemes also targeting au-
thentication, the computational cost of this method is higher and the security
features have not been deeply analyzed.

4.1.2.3 Informed Copyright Protection. Informed or blind schemes dedicated
to copyright protection are often referred to as robust watermarking schemes.
The schemes should resist to all known manipulations and attacks which do not
produce a visible distortion on the 3D mesh. Schemes that resist to remeshing
and re-sampling are often referred as 3D shape watermarking schemes.

The Normal Bin Encoding (NBE) scheme [4] embeds data in point normals.
Thanks to the curvature sampling properties pointed out before, this scheme
resists against simplifications of the mesh. Point normals are subdivided in bins.
Each bin is defined by a normal nB named the center normal of the bin and
an angle φR called bin radius. If the angle between a point normal ni is less
than φR then ni belongs to such bin. Each bin encodes one bit of information by
using different features such as the mean of the bin normals, the bin mean angle
difference and the ratio of normals inside a threshold region determined by an
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angle φK (with φK < φR). Point positions are modified so that the target value
is assigned to the chosen bin feature. The decoding is simply achieved by com-
puting the bins and their features but needs the original model for preprocessing
purposes. This scheme has been improved later [8] and provides interesting im-
perceptibility and robustness features. The main drawback is the scalability of
this technique which cannot efficiently handle meshes with more than 105 points.

Yu et al. [53] have proposed an informed robust scheme based on the histogram
of the distances from the points of the surface to its center of gravity. This
distance histogram is subdivided in bins and the points are iteratively displaced
so that the mean or the variance of the histogram bin lies on the left or right of the
bin middle to respectively encode a 0 or a 1. A scrambling of the vertices defined
by a secret key is also proposed to secure the embedding of the watermark. The
informed detection of the watermark necessitates the registration and resamp-
ling of the original and watermarked versions of the 3D model. The robustness
features of this scheme cover noising and denoising attacks, cropping and re-
sampling. Unlike NBE, this scheme has good scalability properties.

Focusing on imperceptibility criterions such as symmetry and continuity pres-
ervation, Benedens [7] has proposed a copyright protection watermarking scheme
based on a sculpting approach. It uses Free Form Deformations (FFD) at distinct
locations of the mesh (the so-called feature points) to embed a watermark. The
basic steps performed by the embedding part of the algorithm consist in a first
selection procedure of feature points and the displacement of these points along
the surface normal (inwards or outwards depending on the watermark value) by
a FFD. These two operations are ruled by secret keys. The detector is based on
the assumption that random copies of the original model have features that are
independently randomly distributed (i.e. independently randomly pointing in-
wards and outwards the surface following the same distribution). This algorithm
presents very good imperceptibility and robustness results against noise addi-
tion, smoothing, cropping, affine transforms and a relatively good robustness
against re-sampling. The latter strongly depends on the detector properties and
registration optimality. Comparing the schemes of Yu et al. [53] and this scheme
should be done by using the same fine registration and re-sampling process. It
appears that the sculpting approach provides better imperceptibility results and
comparable robustness features.

4.1.2.4 Blind Copyright Protection. Unlike informed robust watermarking sch-
emes, these schemes cannot survive combined remeshing and cropping attacks
so far. They also generally provide less robustness to geometric attacks. How-
ever, blind detection is a nice property that is usually required for a copyright
protection application scenario. M. Wagner [50] has proposed a scheme which
embeds data in the point normals of the mesh. These normal vectors are esti-
mated by the Laplacian operator (a.k.a. umbrella operator) applied on the point
neighborhood:

ni =
1

dpi

∑

pj∈N(pi)

(pj − pi) , (3)
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where dpi is the number of point neighbors of pi and N(pi) is the neighborhood
of pi. The watermark is a continuous function f(p) defined on the unit sphere.
Normal vectors ni and the watermark function are converted in integers ki and
wi respectively:

ki = � c
d
‖ni‖� (4)

wi = �2bf

(
ni

‖ni‖
)

� , (5)

where d is the mean length of these normal vectors, c is a parameter given
by a secret key, and b is the number of bits needed to encode each wi. The
embedding proceeds by replacing b bits of ki by those of wi resulting in k′

i. Then
the modified normals n′

i are re-computed by n′
i = k′

id
c

ni

‖ni‖ . The watermarked
coordinates of each point p′i are obtained by solving the following system of
L + 1 linear equations:

n′
i =

1
dp′

i

∑

p′
j∈N(p′

i)

(p′j − p′i) . (6)

However, it is not possible to build a surface from the sole point normal infor-
mation and this linear equation system is indeed singular. In order to solve this
issue, 20% of the points are not watermarked. The decoding of the watermark
needs a modification of the parameter c because of the modification of the nor-
mal mean length d′ : c′ = c d

d′ . In order to be robust to affine transforms, a
non-Euclidian affine invariant norm [34] is used. The watermark can be either
a visual logo on the unit sphere either a gaussian white noise. Scalability and
computational cost of this scheme are a concern.

Harte et al. [25] have proposed another blind watermarking scheme to embed a
watermark in the point positions. One bit is assigned to each point : 1 if the point
is outside a bounding volume defined by its point neighborhood and 0 otherwise.
This bounding volume may be either defined by a set of bounding planes or by
an bounding ellipsoid. During embedding and decoding, points are ranked with
respect to their distance to their neighborhood center. This algorithm is robust
against RST transforms, noise addition and smoothing. Likewise the scheme
of Wagner et al. [50], this scheme cannot withstand connectivity attacks such
as remeshing or re-triangulation. However, this scheme presents a far better
computational cost since embedding only needs one vertices traversal and limits
computations for each point to the one-connected neighbors.

Cho et al. [18] have proposed a blind and robust extension of the scheme of
Yu et al. [53]. This scheme presents the same robustness features with exception
to cropping and any re-sampling attack that modifies the position of the center
of gravity (e.g. unbalanced point density). They propose to send the position of
this point to the detection side which is not realistic. Indeed, combined cropping
and rotation or translation attacks can shift the relative positions of the model
and the center of gravity conveyed as side-information. This scheme is limited
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to star-shaped models1 but, considering robustness, outperforms the schemes
of Harte et al. [25] and Wagner [50]. This scheme is however fragile against
cropping.

Similarly, Zafeiriou et al. [57] have proposed to change the point coordinates
into spherical coordinates with the center of gravity as origin. A Principal Com-
ponent Analysis (PCA) is used to first align the mesh along its principal axes.
Then two different embedding functions are used to modify geometric invariants.
For angle theta and radius r, a continuous neighborhood patch is computed by
a NURBS patch. A 0 is encoded if the center point radius is less than the mean
radius of the neighborhood and a 1 is encoded otherwise. Similar to the scheme
of Cho et al. [18], this scheme shows approximately the same advantages and
limitations. This scheme is fragile against cropping and unbalanced re-sampling.
Center of gravity shifts and PCA alignment perturbations [8] because of density
sampling modifications are also a weakness which deserves further research.

More flexible than connectivity-driven algorithms, geometry-driven algorit-
hms enable very different capacity-robustness trade-offs. If steganography and
authentication seem better handled by the first ones, copyright protection tech-
niques could be provided by geometry-driven schemes. However, there is still
no blind and robust watermarking scheme able to resist against cropping and
irregular point density re-samplings.

4.2 Transform Domain

This section is dedicated to watermarking schemes which embed information in
a mesh transform domain. These transforms are extensions of regularly signal
processing to 3D meshes: the mesh spectral decomposition, the wavelet transform
and the spherical wavelet transform.

4.2.1 Spectral Decomposition
Spectral decomposition (a.k.a. pseudo-frequency decomposition or analysis) of
3D meshes corresponds to the extension of the well-known Discrete Fourier
Transform (DFT) or Discrete Cosine Transform (DCT). This extension links
the spectral analysis of matrices and of the spectral decomposition of signals
defined on graphs [45,28]. The pseudo-frequency analysis of a 3D mesh is given
by the projection of the geometry on the eigenvectors of the Laplacian operator
defined on the mesh. The Laplacian is usually approximated by the umbrella
operator L = D − A where A is the adjacency matrix and D is a diagonal
matrix with Dii = valence(pi). Projecting the geometry canonical coordinates
(X, Y, Z) leads to three real-valued spectra often noted (P, Q, R) [12]. Other
Laplacian operator approximations have been successfully explored to design
transforms which allow an optimal energy compaction in pseudo-low frequencies
[58,3,56]. Since this transform is based on the eigen-decomposition of a n by n
matrix, mesh connectivity partitioning must be used for meshes of more than 104

points to speed up the computation as well as avoiding numerical instabilities
1 For each point of the surface, the segment linking this point to the center of gravity

does not intersect the surface in any other point.
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such as eigenvector order flipping [28,58]. Observing that partitioning induces
artifacts on submesh boundaries, Wu et al. [56] have recently proposed radial
basis functions (RBF) to compute the spectrum of 3D meshes with up to 106

points without the use of a partition algorithm. A better choice of coordinates
than the canonical (X, Y, Z) to project on the spectral basis functions is still an
open issue.

4.2.1.1 Informed Copyright Protection. The first scheme based on spectral
decomposition has been proposed by Ohbuchi et al. in 2002 [37]. Their ap-
proach consists in extending spread-spectrum techniques to this transform. Well-
balanced point seeds are interactively selected and initialize a connectivity-based
front propagation which builds the partition. An additive watermark is embed-
ded on low pseudo-frequency coefficients (P, Q, R) (the three spectra are em-
bedded in the same way). The informed decoding retrieves the partition and
the correspondence between the original connectivity and the watermarked ge-
ometry through registration, re-sampling and remeshing. This scheme presents
robustness against RST transforms, noise addition, smoothing and cropping.

Benedens et al. [9] have improved the precedent scheme by embedding the
watermark only in the transformed local normal component of the point coor-
dinates instead of embedding (P, Q, R). They show this operation results in a
better trade-off between imperceptibility and capacity. They show it improves
the behavior of the decoder as well.

Cotting et al. [16] have extended the work of Ohbuchi et al. [37] to point-
sampled surfaces. A neighborhood is still needed to compute the Laplacian
eigenvectors and is provided by a k-nearest neighbors algorithm. A hierarchi-
cal clustering strategy is used to partition the surface. They also show that
other point attributes such as color values can also be projected on the spectral
basis functions and watermarked as well. The watermark is extracted through
registration with the original and re-sampling. The re-sampling is based on the
projection of new points on a polynomial approximation of the surface. Their al-
gorithm presents robustness features very close to [37]. Furthermore, they show
the watermark withstands repetitive embeddings of different watermarks.

Recently, Wu and Kobbelt [56] have proposed an approximation of the Lapla-
cian eigenfunctions by RBF functions. These functions are centered on k (with
k << n) seeds uniformly distributed on the mesh. A k by n matrix is then
decomposed by Singular Value Decomposition (SVD). This scheme uses the em-
bedding strategy of Ohbuchi et al. and presents the same robustness features
while allowing real-time processing of large datasets without partitioning. How-
ever, when compared with schemes of Cotting et al. and Ohbuchi et al., this
scheme presents less robustness because of the importance of selecting the same
seeds for computing the RBF functions on the original model as well as on the
suspected mesh at the detection side.

4.2.1.2 Blind Copyright Protection. Cayre et al. [12] have proposed a blind and
substitutive watermarking scheme based on the flipping of spectral coefficient
triplets (P, Q, R). An automatic partition of the connectivity is achieved as in [28].
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Here, low pseudo-frequencies are avoided to improve the imperceptibility of the
embedding.Thewatermark is on the contrary repeated onmiddle andhighpseudo-
frequencies. This scheme resists against RST transforms if the geometry is aligned
on PCA axis. Robustness to smoothing and noise addition is comparable to the
non-blind scheme of Ohbuchi et al. However, any modification of the connectivity
implies a different partition anddifferent laplacianmatrices,whichde-synchronises
the watermarked data. When compared to geometry-driven blind robust schemes,
the robustness to noise addition and smoothing is better using the spectral decom-
position. The computational cost of the transform is however much higher.

Finally, the de-synchronization issue for blind spectral watermarking schemes
has been explored by Rondao Alface et al. [41] who propose an automatic feature
points detection to build a blind and robust partition. This partition is based
on a geodesic Delaunnay triangulation leading to a feature base mesh. This base
mesh is then remeshed by subdivision. Then each base triangle submesh is wa-
termarked in the mesh spectral domain following the work of Cayre et al. [12].
The robustness to connectivity attacks of the latter approach is significantly
improved by the feature points re-synchronization. However, the feature point
robustness and the geodesic remeshing can still be improved to better resist
against cropping and affine transforms attacks. Furthermore, some meshes may
present too few feature points or generally non-uniformly distributed feature
points which lead to a badly shaped base mesh. This results in a sub-optimal
spectral decomposition and a low capacity.

In conclusion, spectral decomposition enables very good robustness results
against watermarking attacks. Spectral watermarking schemes are promising
but suffer from the weaknesses of the transform: eigen-decomposition of large
matrices, choice of coordinates to project, and de-synchronization for blind wa-
termarks by connectivity attacks. The first issue seems to find a convenient
solution with RBF, the second and third have been recently explored but are
still open issues.

4.2.2 Wavelet Transform
Wavelet decomposition and the multiresolution framework have also been ex-
tended to 3D triangle meshes. Lounsbery et al. [32] proposed a lazy wavelet
transform. Each triangle of the mesh is quaternary subdivided and deformed to
make it fit the surface to approximate. Wavelet coefficients are these local de-
formation vectors. Multiresolution analysis is computed with two analysis filters
Aj and Bj for each resolution level j. Reconstruction is done with two synthesis
filters P j and Qj which must satisfy:

[
Aj

Bj

]

=
[
P j |Qj

]−1
. (7)

Let us call Ci the nj by 3 matrix giving the coordinates of each point at the
resolution level j. Then, we can write the following relations:

Cj = Aj+1Cj+1 (8)
Dj = Bj+1Cj+1 (9)
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Cj+1 = P jCj + QjDj . (10)

Dj represents the wavelet coefficients of the mesh, necessary to reconstruct Cj+1

from Cj . Notice that from a theoretical point of view, columns of P j are scaling
functions and columns of Qj are wavelet functions defined on the mesh topology.
In practice, the lifting scheme is applied to build wavelet functions orthogonal
to the scaling functions [32]. This transform can only be applied on semi-regular
connectivity meshes because of the quaternary subdivision/simplification pro-
cess. This drawback has been later solved by Valette et al. [47] which extend
this scheme to arbitrary connectivity meshes.

4.2.2.1 Informed Copyright Protection. Kanai et al. [27] have proposed the first
scheme embedding in the wavelet transform domain. Using the representation
of Lounsbery [32], the watermark bits are embedded by modifying the least
significant bits of the wavelet coefficients modulus. In order to minimize the
visual impact of the watermark embedding, a selection of wavelet coefficients
based on geometric thresholds is proposed. Watermark extraction is performed
through the comparison of wavelet coefficients of the original and watermarked
versions of the model.

Praun et al. [39] have proposed in 1999 an informed robust watermarking
scheme which embeds a watermark in wavelet coefficients computed by progres-
sive meshes [26] on which are defined RBFs which enable to locally deform the
geometry. The embedding consists in the displacement of the points in normal
or reverse-normal directions accordingly to the watermark value. The amplitude
of this displacement is scaled by the RBF. The extraction of the watermark is
performed through the registration and re-sampling of the original model with
the watermarked model. This process actually modifies connectivity to make it
fit with the original. This step significantly improves detection when compared
with the scheme of Kanai et al. [27]. Moreover, this scheme is one of the most
robust proposed so far. It resists against similarity, noise addition, connectivity,
re-sampling, compression and cropping attacks. Benedens has shown in [9] the
imperceptibility of the embedding can be improved by respecting model symme-
tries through the selection of symmetric features. Compared to other informed
robust watermarking schemes, this scheme is the most robust to geometric at-
tacks so far. Improving the registration process enables to also resist against
large re-sampling attacks.

Yin et al. [52] have adopted the scheme in [24] to perform the multiresolution
decomposition. Watermark information can be embedded into some spatial ker-
nels of the low-frequency component of the shape. This strategy actually deals
with the low-resolution representation in the geometry hierarchy which, however,
does not not play the same role as the low-resolution components in the frequency
domain. Unlike embedding a bit into the low-frequency domain, embedding a wa-
termark bit into a vertex of the coarse mesh does not mean that the bit has been
embedded globally into the low-frequency components of the whole mesh. For
that reason the scheme is not robust against cropping operations. For other at-
tacks, this scheme shares the same robustness properties as Praun et al. [39].
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Spherical wavelets [43] have also been exploited for informed watermarking by
Jin et al. [30]. Based on a spherical parameterization of the mesh starting from a
canonical octahedron, the multiresolution analysis is close to the lazy wavelets and
their correspondingwatermarking schemes. Robustness and imperceptibility seem
to be improved for genus-0 meshes (topologically equivalent to a sphere). Meshes
approximating shapes of different topologies must first be converted in a genus-0
mesh trough hole fillings or cuts (see [55]) which leads to suboptimal results.

4.2.2.2 Blind Copyright Protection. Extending the scheme of Kanai et al., a
blind watermarking algorithm has recently been proposed by Uccheddu et al. [46].
The main limitation of blind wavelet-based watermarking schemes is that they
cannot withstand connectivity attacks. In the case of the scheme of Uccheddu
et al., the input mesh is limited to have a prerequisite semi-regular subdivision
connectivity. This limitation has been tackled by Valette et al. [47] by using lazy
wavelets defined on arbitrary connectivities, but detection still cannot withstand
connectivity attacks. These blind schemes present nearly the same robustness
features as their Fourier-equivalent [12].

In conclusion, transform domain watermarking schemes show very good ro-
bustness properties for copyright and copy protection applications. Furthermore,
wavelets enable the control of the local distortion caused by the embedding
and low-frequency components of the spectral decomposition also present good
properties when compared to the DCT and DFT for audio, image and video.
However, schemes based on these transforms are characterized by a higher com-
putation complexity than schemes embedding in the spatial domain. Scalability
is therefore still a concern for very large meshes (with more than 106 points).

4.3 Compression Domain

As mentioned before, there is still no widely accepted 3D compression standard
because of the lack of maturity of this field [1]. The watermarking schemes of
this class are those which directly embed the watermark in the compressed data.
Therefore, spectral- and wavelet-based schemes as well as some connectivity-
driven schemes can also be classified (with some adaptations) in the compression
domain category.

Denis et al. [19] have recently proposed a watermarking scheme based on the
compression of 3D meshes through subdivision surface fitting. They have actually
adapted the scheme of Ohbuchi et al. [37] to their specific transmission process.
This scheme also highlights the difficulties inherent to a joint compression-
watermarking strategy since it is less robust to noising and re-sampling attacks
than the scheme of Ohbuchi et al. [37].

4.4 Attribute Domain

This category of schemes protects attribute data associated to the points or the
faces of the mesh. These attributes can be texture, color, density, transparency
etc. If scalar point and face attributes can be watermarked as geometry coordi-
nates by transform-based schemes [37], textures need adapted schemes.
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Garcia and Dugelay [22] embed the watermark in the texture of the model.
Textures are images that are projected on the surface to enhance the visual
content of the model itself. This process is called texture mapping. Embedding
is performed by an image watermarking scheme. The decoding/detection phase
consists in two steps: texture reconstruction from one ore several 2D views and
detection of the watermark in the reconstructed texture. The original model is
required to register 2D views and the watermarked model, hence this scheme
is not blind. The correct estimation of the rendering conditions and projection
parameters is the key to provide robustness to this scheme.

Obviously, compression and attribute domains have not yet received as much
attention as spatial and transform domains. Attribute distortion imperceptibility
has also not been deeply explored so far. However, these research areas raise more
and more interest because of the success of analog research for images.

4.5 3D Embedding and 2D Retrieval

Interestingly, Bennour et al. [10] propose a very different approach to digital
watermarking of 3D meshes. They embed the watermark in 3D silhouettes of
the mesh and retrieve it in 2D rendered views of the model. Therefore, no 3D
data is necessary at the decoding side, detecting unlicensed use of a model is
directly processed on screen. This scheme resists against RST transforms and
vertex reordering. Future work concerns robustness to simplification and the
selection of key-views for embedding.

Table 1. Synthesis of the presented algorithms. Notations : data hiding (d.h.),
steganography (steg.), authentication (auth.), informed copyright protection (i.c.p.),
blind copyright protection (b.c.p.), spectral (s), wavelet (w),rotation-translation-
uniform scaling (RST), vertex reordering (VR), laplacian smoothing (LS), nois-
ing (NO), cropping (CR), simplification (SI), re-sampling (RS), compression (CO),
multiple watermarks (MW), not available (N-A), number of faces (f), number of
points (n).

scheme application domain robustness capacity

[35,8,4] d.h. spatial RST, VR ≤ f/4
[11,54] steg. spatial RST, VR ≈ 3n
[51,5,13] auth. spatial RST, VR, CR ≤ n
[39,27] i.c.p. transform (w) RST, VR, NO, LS, CO, CR, SI, RS, MW 50
[53,7] i.c.p. spatial RST, VR, NO, LS, CO, CR, SI, RS, MW 50
[4,50,8,25] i.c.p. spatial RST, VR, NO, LS, CO, CR 32
[37,16,56] i.c.p. transform (s) RST, VR, NO, LS, CO, CR, SI, RS, MW 32
[52,29,46] b.c.p. transform (w) RST, VR, NO, LS, CO N-A
[12] b.c.p. transform (s) RST, NO, LS, CO 64
[41] b.c.p. transform (s) RST, NO, LS, CO, SI 32
[18,57] b.c.p. spatial RST, VR, NO, LS, CR, SI, RS 64
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4.6 Synthesis

A synthesis of the presented watermarking schemes is given in Table 1. Schemes
are classified by their application context, their embedding domain, their robust-
ness and capacity. Since data hiding, authentication and steganography target
the mesh elements, their capacity is given in terms of the number of faces or
points. On the contrary, watermarking schemes for copyright protection target
the shape and their capacity is usually set from 32 to 64 bits. A quantitative
comparison of robust watermarking schemes is proposed in Table 2 for simpli-
fication and additive noise attacks. These attacks have been performed on the
Stanford Bunny model which has been tested by almost all authors cited in
this survey. The source of these robustness results are the corresponding and
aforementioned referenced publications.

Table 2. Quantitative comparison of robust watermarking schemes for additive noise
and simplification attacks on the Stanford Bunny model. Transform (s) and (w) respec-
tively stand for spectral decomposition and wavelet transform. Noise addition results
refer to the noise amplitude expressed in percentage of the bounding box diagonal
(high values correspond to a good robustness). Simplification results are given as the
ratio of the number of points after and before the simplification attack (low values
correspond to a good robustness). It is however difficult to know which simplification
algorithm has been used by the authors of most schemes. These comparative results
should therefore be considered as a rough estimation.

scheme detection/decoding domain noise simplification

[39] informed transform (w) .70% .125
[30] informed transform (w) .06% .125
[16] informed transform (s) .10% .5
[18] blind spatial .10% .5
[11] blind transform (s) .44% -
[46] blind transform (w) .17% -
[47] blind transform (w) .45% -

5 Conclusions

This survey has presented the evolution of watermarking technology from mesh
protection to shape protection. This evolution copes with a large set of open and
challenging issues.

Hiding data in mesh elements such as triangles or point coordinates in order
to resist to RST transforms and vertex re-ordering has been solved in many ways
even though there is still work left for security, computational cost and capacity
optimization.

Protecting shapes for forensic applications has been deeply explored. A wide
set of original techniques have been proposed based on signal processing ex-
tensions to irregularly sampled and manifold data. Their robustness tends to be
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satisfactory and now directly depends on the quality of the resynchronization
with the original mesh.

However, there is still a need for a more careful analysis on how to modulate
the watermark strength accordingly to the local perceived distortion. Assessing
the watermarking capacity of a shape according to its curvature information
(independently of its mesh representation) is another issue that deserves more
research.

Beside these new challenges for informed watermarking schemes, it turns out
that blind detection or retrieval is more suitable for copyright protection applica-
tions. In this case, although the considerable efforts spent on extending informed
techniques to blind detection, there is still no algorithm able to withstand com-
bined cropping and re-sampling attacks.

Finally, there is still no benchmarking platform for 3D watermarking schemes.
They would however certainly be desirable for comparing schemes performances
and improving their design.
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